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The purpose of this Regulation is to improve the functioning of the internal market by laying down a uniform legal framework in particular for the development, the placing on the market, the putting into service and the use of artificial intelligence systems (Al systems)
in the Union, in accordance with Union values, to promote the uptake of human centric and trustworthy artificial intelligence (Al) while ensuring a high level of protectlon of health, safety, fundamental rights as enshrined in the Charter of Fundamental Rights of the
Eur?ean Union (the ‘Charter’), including demacracy, the rule of law and environmental protection, o protect against the harmful effects of Al systems in the Union, and to support innovation. This Reg ensures the free border, of Al-based
goods and services, thus preventing Member States from imposing restrictions on the development, marketing and use of Al systems, unless explicitly authorised by this Regulation.

This Regulation should be applied in accordance with the values of the Union enshrined as in the Charter, facilitating the protection of natural persons, undertakings, democracy, the rule of law and environmental protection, while boosting innovation and employment
and making the Union a leader in the uptake of trustworthy Al.

Al systems can be easily deployed in a large variety of sectors of the economy and many parts of society, including across borders, and can easily circulate throughout the Union. Certain Member States have already explored the adoption of national rules m ensure
that Al is trustworthy and safe and is developed and used in accordance with fundamental rights obligations. Diverging national rules may lead to the fragmentation of the internal market and may decrease legal certainty for operators that develop, import or I
systems. A consistent and high level of protection throughout the Union should therefore be ensured in order to achieve Al, while the free circulation, innovation, deployment and the uptake of Al systems and related pvoduc(s and
services within the internal market should be prevented by laying down uniform obligations for operators and guaranteeing the uniform protection of overriding reasons of public interest and of rights of persons throughout the internal market on the basis of Article 114
of the Treaty on the Functioning of the European Union (TFEU). To the extent that this Regulation contains specific rules on the protection of individuals with regard to the processing of personal data concerning restrictions of the use of Al systems for remote
biometric identification for the purpose of law enforcement, of the use of Al systems for risk assessments of natural persons for the purpose of law enforcement and of the use of Al systems of biometric categorisation for the purpose of law enforcement, it is
appropriate to base this Regulation, in so far as those specific rules are concerned, on Article 16 TFEU. In light of those specific rules and the recourse to Article 16 TFEU, it is appropriate to consult the European Data Protection Board.

Alis a fast evolving family of technologies that contributes to a wide array of economic, environmental and societal benefits across the entire spectrum of industries and social activities. By improving prediction, optimising operations and resource allocation, and
personalising digital solutions available for individuals and organisations, the use of Al can provide key competitive advantages to undertakings and support socially and environmentally beneficial outcomes, for exampls in healthcars agrlcul(uve lood sa(e\y,
education and training, media, sports, culture, infrastructure management, energy, transport and logistics, public services, security, justice, resource and energy efficiency, and
climate change mitigation and adaptation.

At the same time, depending on the circumstances regarding its specific lication, use, and level of i Al may generate risks and cause harm to public interests and fundamental rights that are protected by Union law. Such harm might be
material or immaterial, including physical, psychological, societal or economic harm.
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Article 2 of the Treaty on Given the major impact that Al can have on society and the need to build trust, it is vital for Al and |(s regula(ory 1o be with Union values as enshrined in Article 2 of the Treaty on European Union (TEU), the fundamental rights and
European Union (TEU) freedoms enshrined in the Treaties and, pursuant to Article 6 TEU, the Charter. As a ould be a h tri Il should serve as a tool for people, with the ultimate aim of increasing human well-being.

Article 6 TEU, the Charter

In order to ensure a consistent and high level of protection of public interests as regards health, safety and fundamental rights, common rules for high-risk Al systems should be established. Those rules should be consistent with the Charter, non-discriminatory and in
line with the Union’s international trade commitments. They should also take into account the European Declaration on Digital Rights and Principles for the Digital Decade and the Ethics guidelines for trustworthy Al of the High-Level Expert Group on Artificial
Intelligence (Al HLEG).

A Union legal framework laying down harmonised rules on Al is therefore needed to foster the development, use and uptake of Al in the internal market that at the same time meets a high level of protection of public interests, such as health and safety and the
protection of fundamental rights, including democracy, the rule of law and environmental protection as recognised and protected by Union law. To achieve that objective, rules redgulaung the placing on the market, the putting into service and the use of certain Al
systems should be laid down, thus ensuring the smooth functioning of the internal market and allowing those systems to benefit from the principle of free movement of goods and services. Those rules should be clear and robust in protecting fundamental rights,
supportive of new innovative solutions, enabling a European ecosystem of public and private actors creating Al systems in line with Union values and unlocking the pmenua\ of the. dlgl(al transformation across all regions of the Union. By Ia{,ng down those rules as

well as measures in support of innovation with a particular focus on small and medium enterprises (SMES), including startups, this Regulation supports the objective of promoting the European human-centric approach to Al and being a global leader in the
dsvslopmsn( of secure, trustworthy and ethical Al as stated by the European Council (5), and it ensures the protection of ethical principles, as specifically requested by the European Parliament (6).

Harmonised rules applicable to the placing on the market, the putting into service and the use of high-risk Al systems should be laid down consistently with Regulation (EC) No 765/2008 of the European Parliament and of the Council (7), Decision No 768/2008/EC of
the European Parliament and of the Council (8) and Regulatlon (EU) 2019/1020 of the European Parliament and of the Council (9) (New Legislative Framework). The harmonised rules laid down in this Regulation should apply across sectors and, in line with the New
Leglslaﬂve Framework, should be without prejudice to existing Union law, in particular on data protection, consumer protection, Iundamen(al rights, employment, and protection of workers, and product safety, to which this Regulation is complementary.

a consequence, all rights and remedies provided for by such Union law to consumers, and other persons on whom Al systems may have a negative impact, |ncludln%as regards the cumpensanun of possible damages pursuant to Council Directive
85/374/EEC (10) remain unaffected and fully applicable. F in the context of and protection of workers, this Regulatlon should therefore not affect Union law on social policy and national labour law, in compliance with Union law, concerning
emploﬂmen! and working conditions, including health and safety at work and the relationship between employers and workers. This Regulation should also not affect the exercise of fundamental rights as recognised in the Member States and at Union level, including
the right or freedom to strike or to take other action covered by the specific industrial relations systems in Member States as well as the right to negotiate, to conclude and enforce collective agreements or to take collective action in accordance with national law. This
Regulation should not affect the provisions aiming to |mpvove working condmons in platform work laid down i |n a Directive of the European Parllament and of the Council on |mprov|ng working conditions i |n plaﬂorm work. Moreover, this Regulation aims to strengthen
the effectiveness of such existing rights and remedies by pecific including in respect of d-keeping of Al sys placed on various operators
involved in the Al value chain under this Regulation Should apply Witbout prejudice to Matonal| Iaw in cumpllance with Union law, havlng the effect of ||mmng me el G EAiAl sys\ems e laus Sutsido the scope orthia Regulation or pursues legitimate
public interest objectives other than those pursued by this Regulation. For example, national labour law and law on the protection of minors, namely persons below the age of 18, taking into account the UNCRC General Comment No 25 (2021) on children’s rights in
relation to the digital environment, insofar as they are not specific to Al systems and pursue other legitimate public interest objectives, should not be affected by this Regulation.

The fundamental right to the protection of personal data is safeguarded in particular by Regulations (EU) 2016/679 (11) and (EU) 2018/1725 (12) of the European Parliament and of the Council and Directive (EU) 2016/680 of the European Parliament and of the
Council (13). Directive 2002/58/EC of the European Parliament and of the Council (14) additionally protects private lfe and the confidentiality of communications, including by way of providing conditions for any storing of personal and non-personal data in, and access
from, terminal equipment. Those Union legal acts provide the basis for sustainable and responsible data processing, including where data sets include a mix of personal and non-personal data. This Regulation does not seek to affect the application of existing Union
Iaw governing the processing of personal data, including the tasks and powers of the to monitor with those i It also does not affect the obligations of providers and deployers of Al systems in their

le as data controllers or processors stemming from Union or national law on the protection of personal data in so far as the design, the development or the use of Al systems involves the processing of personal data. It is also appropriate to clarify that data subjects
ool enjoy all the rights and guarantees awarded to them by such Union law, including the rights related to solely automated individual decision-making, including profiling. Harmonised rules for the placing on the market, the putting into service and the use of
Al systems established under this Regulation should facilitate the effective |mplemen|atlon and enable the exercise of the data subjects’ rights and other remedies guaranteed under Union law on the protection of personal data and of other fundamental rights.
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This Regulation should be without prejudice to the provisions regarding the liability of providers of intermediary services as set out in Regulation (EU) 2022/2065 of the European Parliament and of the Council (15).
wnh the work of international organisations working on Al to ensure legal certainty, facilitate i and wide while providing the

The notion of ‘Al system’ |n lhls ngulatlon should be clearly deﬁned and should be closely aligr
flexibility to in this field. Moreover, the defi should be based on key characteristics of Al systems that distinguish it from simpler traditional software systems or programming approaches and should not cover
systems that are based on me rules defined solely by natural persuns o automatically execute uperanuns A key characteristic of Al systems is their capability to infer. This capability to infer refers to the process of obtaining the outputs, such as predictions, content,
recommendations, or decisions, which can influence physical and virtual environments, and to a capability of Al systems to derive models or algorithms, or both, from inputs or data. The techniques that enable inference while building an Al system include machine
learing approaches that learn from data how to achieve certain objectives, and logic- ‘and knowledge-based approaches that infer from encoded knowledge or symbolic representation of the task to be solved. The capacity of an Al system to infer transcends basic
data processing by enabling learning, reasonln? or modelling. The term ‘machine-based’ refers to the fact that Al systems run on machines. The reference to explicit or implicit objectives underscores that Al systems can operate according to explicit defined objectives
or to implicit objectives. The objectives of the Al system may be different from the intended purpose of the Al system in a specific context. For the purposes of this should be to be the contexts in which the Al systems operate,
whereas outputs generated by the Al system reflect different functions performed by Al systems and include predictions, content, recommendations or decisions. Al sts«ems are designed to operate with varying levels of autonomy, meaning that they have som

degree of independence of actions from human involvement and of capabilities to operate without human intervention. The adaptiveness that an Al system could exhibit after deployment, refers to self-learning capabilities, allowing the system to change while i ey
Al systems can be used on a stand-al basis or as a of a product, ir of whether the system is physically integrated into the product (embedded) or serves the functionality of the product without being integrated therein (non-embedded).

The notion of ‘deployer’ referred to in this Regulation should be interpreted as any natural or legal person, including a public authority, agency or other body, using an Al system under its authority, except where the Al system is used in the course of a personal non-
professional activity. Depending on the type of Al system, the use of the system may affect persons other than the deployer.

The notion of ‘biometric data’ used in this Regulation should be interpreted in ||gh| of the notion of biometric data as defined in Article 4, point (14) of Regulation (EU) 2016/679, Article 3, point (18) of Regulation (EU) 2018/1725 and Article 3, point (13) of Directive
(EU) 2016/680. Biometric data can allow for the of natural persons and for the recognition of emotions of natural persons.

The notion of ‘biometric identification’ referred to in this Regulation should be defined as the ition of physical, i ical and i human features such as the face, eye movement, body shape, voice, prosody, gait, posture, heart rate,
blood pressure, odour, keystrokes characteristics, for the purpose of establishing an individual’s identity by comparing biometric data of that individual to stored biometric data of individuals in a reference database, irrespective of whether the individual has given its
consent or not. This excludes Al systems intended to be used for biometric verification, which includes authentication, whose sole purpose is to confirm that a specific natural person is the person he or she claims to be and to confirm the identity of a natural person for
the sole purpose of having access to a service, unlocking a device or having security access to premises.
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The notion of ‘biometric categorisation’ referred to in this Regulation should be defined as assigning natural persons to specific categories on the basis of their biometric data. Such specific categories can relate to aspects such as sex, age, hair colour, eye colour,
tattoos, behavioural or personality traits, language, religion, membership of a national minority, sexual or political orientation. This does not include biometric categorisation systems that are a purely ancillary feature intrinsically linked to another commercial service,
meaning that the feature cannot, for objective technical reasons, be used without the principal service, and the integration of that feature or functionality is not a means to circumvent the applicability of the rules of this Regulation. For example, filters categorising facial
or body features used on online marketplaces could constitute such an ancillary feature as they can be used only in relation to the principal service which consists in selling a product by allowing the consumer to preview the display of the product on him or herself and
help the consumer to make a purchase decision. Filters used on online social network services which categorise facial or body features to allow users to add or modify pictures or videos could also be considered to be ancillary feature as such filter cannot be used
without the principal service of the social network services consisting in the sharing of content online.

The notion of ‘remote biometric identification system’ referred to in this Regulation should be defined functi as an Al system intended for the identification of natural persons without their active involvement, typically at a distance, through the comparison of
a person’s biometric data with the biometric data contained in a reference database, of the particular processes or types of biometric data used. Such remote biometric identification systems are typically used to perceive mullo persons or
of which is to

their behaviour simultaneously in order to facilitate significantly the identification of natural persons without their active involvement. This excludes Al systems intended to be used for biometric verification, which includes authentication, the sole purpose
confirm that a specific natural person is the person he or she claims to be and to confirm the identity of a natural person for the sole purpose of having access to a service, unlocking a device or having security access to premises. That exclusion is justified by the fact
that such systems are likely o have a minor impact on fundamental rights of natural persons compared to the remote biometric identification systems which may be used for the processing of the biomeric dataof  large number of persons ithou ther acive
involvement. In the case of eal-time’ systems, the capturing of the biometri data, te comparison and the deniiation ocour all nstantaneously,near-instantaneously of n any event withouta sigificant dely. n this regard, thee should be no scope for

the rules of this Reg n the ‘real-time’ use of the Al systems concerned by providing for minor delays. ‘Real-time’ systems involve the use of ‘live’ or ‘near-live’ material, such as video footage, generated by a camera or other device with similar
o e R el e el o e S Dorstioslal s o] captured and the comparison and identification occur only after a significant delay. This involves material, such as pictures or video footage generated by closed circuit
television cameras or private devices, which has been generated before the use of the system in respect of the natural persons concerned.

The notion of ‘emotion recognition system’ referred to in this Regulation should be defined as an Al system for the p urpose of identifying or inferring emotions or intentions of natural persons on the basis of their biometric data. The notion refers to emotions or
intentions such as happiness, sadness, anger, surprise, disgust, embarrassment, excitement, shame, contempt, satisfaction and amusement. It does not include physical states, such as pain or fatigue, including, for example, systems used in detecting the state of
fatigue of professional pilots or drivers for t %e purpose of preventing accidents. This does also not include the mere detection of readily apparent exprssslons gestures or movements, unless they are used for |t?enmying or inferring emotions. Those expressions can
be basic facial expressions, such as a frown or a smile, or gestures such as the movement of hands, arms or head, or characteristics of a person’s voice, such as a raised voice or whispering.

For the purposes of this Regulation the notion of ‘publicly accessible space’ should be understood as referring to any physical space that is accessible to an undetermined number of natural persons, and irrespective of whether the space in question is privately or
publicly owned, irrespective of the activity for which the space may be used, such as for commerce, for example, shops, restaurants, cafés; for services, for example, banks, professional activities, hospitality; for sport, for example, swimming pools, gyms, stadiums;
for transport, for example, bus, metro and railway stations, airports, means of transport; for entertainment, for example, cinemas, theatres, museums, concert and conference halls; or for leisure or otherwise, for example, public roads and squares, parks, forests,
play?‘ruunds A space should also be classified as being publicly accessible i, re%ardless of potential capacity or security restrictions, access is subject to certain predetermined conditions which can be fulfilied by an undetermined number of persons, such as the
purchase of a ticket or fitle of transport, prior registration or having a certain age. In contrast, a space should not be considered to be publicly accessible if access is limited to specific and defined natural persons through either Union or national law directly related to
public safety or security or through the clear manifestation of wil by the porson having the relevant authority over the space. The factual possibility of access alone, such as an unlocked door or an open gate in a fence, does not imply that the space is public
accessible in the presence of indications or circumstances suggesting the contrary, such as. signs prohibiting or restricting access. Company and factory premises, as well as offices and workplaces that are intended o be accessed only by relevant employees and
service providers, are spaces that are not publicly accessible. gublicly accessible spaces shou?d not include prisons or border control. Some other spaces may comprise both publicly accessible and non-publicly accessible spaces, such as the hallway of a private
residential building necessary to access a doctor’s office or an airport. Online spaces are not covered, as they are not physical spaces. Whether a given space is accessible to the public should however be determined on a case-by-case basis, having regard to the
specificities of the individual situation at hand.

In order to obtain the greatest benefits from Al systems while protecting fundamental rights, health and safety and to enable democratic control, Al literacy should equip providers, deployers and affected persons with the necessary notions to make informed decisions
regarding Al systems. Those notions may vary with regard to the relevant context and can include understanding the correct application of technical elements during the Al system’s development phase, the measures to be applied during its use, the suitable ways in
which to interpret the Al system’s output, and, in the case of affected persons, the knowledge necessary to unders(and how declslons ‘taken with the asslstanne ul Al will have an impact on them. In the context of the application this Regulation, Al literacy should
provide all relevant actors in the Al value chain with the insights required to ensure the the of Al literacy measures and the introduction of appropriate follow-up actions could
contribute to improving working conditions and ultimately sustain the consolidation, and innovation path of lrustwanhy Al lhe Union. The European Artifcial Inle\llgenoe Board (the ‘Board) should sugepon the Commission, to promote Al literacy tools, public
awareness and understanding of the benefits, risks, safeguards, rights and obligations in relation to the use of Al systems. In with the relevant the ission and the Member States should facilitate the drawing up of voluntary codes of
conduct to advance Al literacy among persons dealing with the development, operation and use of Al.
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In order to ensure a level playing field and an effective protection of rights and freedoms of individuals across the Union, the rules established by this Regulation should apply to providers of Al systems in a non-discriminatory manner, irrespective of whether they are
established within the Union or in a third country, and to deployers of Al systems established within the Union.

In light of their digital nature, certain Al systems should fall within the scope of this Regulation even when they are not placed on the market, put into service, or used in the Union. This is the case, for example, where an operator established in the Union contracts

in services to an operator established in a third country in relation to an activity to be performed by an Al system that would qualify as high-risk. In those circumstances, the Al sys lem used in a third country by the operator could process data lawully collected in
and transferred from the Union, and provide to the contracting operator in the Union the output of that Al system resulting from that processing, without that Al system being pla market, put into service or used in the Union. To prevent the circumvention of
this Regulation and to ensure an effective protection of natural persons located in the Union, this Regulation should also apply to providers and deployers of Al sys(ems that are es(abllshed in a third counlry, to the extent (he output produced by those systems is
intended to be used in the Union. Nonetheless, to take into account existing arrangements and special needs for future cooperation with foreign partners with wi should not apply to public authorities of
a third country and international organisations when acting in the framework of cooperation or international agreements concluded at Union or national level for Iaw enfcrcemem and judicial cooperation wl(h Ihe Unlan or the Member States, provided that the relevant
third country or international organisation provides adequate safeguards W|th respectto the pro(ecnon of (ungamemal rights and freedoms of individuals. Where relevant, this may cover activities of entities entrusted by the third countries to carry out specific tasks in
support of such law and judicial Suc ilat erany between Member States and third countries or between he European Unlon Europol and other Unlon agencies and third
countries and international organisations. The |ud|c|al i should assess whether those include adequate
safeguards with respect to the protection of fundamental rights and (reedoms of |nd|v|duals Recipient national authorities and Union |nsl|tunons %odles offices and agencies making use o( such outputs in (he Umon remain accountable to snsure their use complies
with Union law. When those international agreements are revised or new ones are concluded in the future, the contracting parties should make utmost efforts to align those

This Regulation should also apply to Union institutions, bodies, offices and agencies when acting s a provider or deployer of an Al system.

If, and insofar as, Al systems are placed on the market, put into service, or used with or without modification of such systems for military, defence or national security purposes, those should be excluded from the scope of this Regulation regardless of which type of
entity is carrying out those activities, such as whether it is a public or private entity. As regards military and defence purposes, such exclusion is justified both by Article 4(2) TEU and by the specificities of the Member States’ and the common Union defence policy
covered by Chapter 2 of Title V TEU that are subject to public international law, which is therefore the more appropriate legal framework for the regulation of Al systems in the context of the use of lethal force and other Al systems in the context of military and defence
activities. As regards national security purposes, the exclusion is justified both by the fact that national security remains the sole responsibility of Member States in accordance with Article 4(2) TEU and by the specific nature and operational needs of national security
activities and specific national rules applicable to those activities. Nonetheless, if an Al system developed, placed on the market, put into service or used for military, defence or national security purposes is used outside those temporarily or permanently for other

urposes, for example, civilian or humanitarian purposes, law enforcement or public security purposes, suich a system would fall within the scope of this Regulation. In that case, the entity using the Al system for other than military, defence or national security
purposes should ensure the compliance of the Al system with this Regulation, unless the system is already compliant with this Regulation. Al systems placed on the market or put into service for an excluded purpose, namely military, defence or national security, and
one or more non-excluded purposes, such as civilian purposes or law enforcement, fall within the scope of this Regulation and providers of those systems should ensure compllance with thls Regulation. In those cases, the fact that an Al system may fall within the
scope of this Regulation should not affect the possibility of entities carrying out national security, defence and military activities, regardless of the type of entity carryln% use Al systems for national security, military and defence purposes, the use
of which is excluded from the scope of this Regulation. An Al system placed on the market for civilian or law enforcement purposes which is used with or without modi \callun e mumary defenne or national security purposes should not fall within the scope of this

Regulation, regardless of the type of entity carrying out those activities.

This Regulation should support innovation, should respect freedom of science, and should not undermine research and development activity. It is therefore necessary to exclude from its scope Al systems and models specifically developed and put into service for the

sole purpose of scientific research and development. Moreover, it is necessary to ensure that this Regulation does not otherwise affect scientific research and development activity on Al systems or models prior to being placed on the market or put into service. As

regards product-oriented research, testing and development activity regarding Al systems or models, the provisions of this Regulation should also not apply prior to those systems and models being put into service or placed on the market, That exclusion is without

prejudice to the obligation to comply with this Regulation where an Al system falling into the scope of this Regulation is placed on the market or put into service as a result of such research and ivity and to the of provisions on AI regulatory
sandboxes and testing in real world conditions. Furthermore, without prejudice to the exclusion of Al systems specifically developed and put into service for the sole purpose of scientific research and development, any other Al system that may be used foi

conduct of any research and development activity should remain subject to the provisions of this Regulation. In any event, any research and development activity should be carried out in with ised ethical and andards for scientific

research and should be conducted in accordance with applicable Union law.
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26 In order to introduce a proportionate and effective set of binding rules for Al systems, a clearly defined risk-based approach should be followed. That approach should tailor the type and content of such rules to the intensity and scope of the risks that Al systems can
generate. It is therefore necessary to prohibit certain unacceptable Al practices, to lay down requirements for high-risk Al systems and obligations for the relevant operators, and to lay down transparency obligations for certain Al systems.

27 While the risk-based approach is the basis for a proportionate and effective set of binding rules, it is important to recall the 2019 Ethics guidelines for Al by the i Al HLEG appointed by the Commission. In those guidelines, the Al

HLEG developed seven non-binding etnical principles for Al which are nfended to help cnsure ‘that Al is trustworthy and ethically sound. The seven principles include human agency and oversight; technical robustness and safety; privacy and data governance;

ersity, and faimess; societal and well-being and Without prejudice to the legally binding requirements of this Regulation and any other applicable Union law, those guidelines contribute to the design of
coherent,truétworthy 5ind haman-centic Al in ine with the Charter and with e valles on whch the Union is founded According 1o the guiaaines of the Al HLEG, human agency and ovarsight means that Al Systems are devaloped and used as a o that Sorves

people, respects human dignity and personal autonomy, and that is functioning in a way that can be appropriately controlled and overseen by humans. Technical robustness and safety means that Al systems are developed and used in a way that allows robustness in
the case of problems and resilience against attempts to alter the use or performance of the Al system so as to allow unlawful use by third parties, and minimise unintended harm. Privacy and data governance means that Al systems are developed and used in
accordance with privacy and data protection rules, while processing data that meets high standards in terms of quality and integrity. Transparency means that Al systems are developed and used in a way that allows and while
T o e e A e A s e o A o AT e e e e e e e et e A
systems are developed and used n a way that includes diverse aclors and promotes equal access, gendr equalty and cultural diverst, whil avoiding discriminatory mpacts and unfairbiases that are pronibited by Union or nationa aw. Social and environmental
well-being means that Al systems are and used in and friendly manner as well as in a way to benefit all human beings, while monitoring and assessing the long-term impacts on the individual, society and democracy. The
application of those principles should be ) e e ot e T e G e i S e A S S . S EE T e e iy
and are to take into account, as appropriate, the ethical principles for the development of voluntary best practices and standards.

28 Aside from the many beneficial uses of Al, it can also be misused and provide novel and powerful tools for manipulative, exploitative and social control practices. Such practices are particularly harmful and abusive and should be prohibited because they contradict
Union values of respect for human dignity, freedom, equality, democracy and the rule of law and fundamental rights enshrined in the Charter, including the right to non-discrimination, to data protection and to privacy and the rights of the child.

29 Al-enabled manipulative techniques can be used to persuade persons to engage in unwanted behaviours, or to deceive them by nudging them into decisions in a way that subverts and impairs their autonomy, decision-making and free choices. The placing on the
market, the putting into service or the use of certain Al systems with the objective to or the effect of malenally distorting human behaviour, whereby significant harms, in particular having sufficiently important adverse impacts on physical, psychological health or
financial interests are likely to occur, are particularly dangerous and should therefore be prohibited. Such Al systems deploy subllmlnal components such as audio, image, video stimuli that persons cannot perceive, as those stimuli are beyond human perception, or
other manipulative or deceptive techniques that subvert or impair person’s autonomy, decision-making or free choice in ways that people are not consciously aware of f 2y techniques or, where they are aware of them, can still be deceived or are not able to control
or resist them. This could be facilitated, for example, by machine-brain interfaces or virtual reality as they allow for a higher degree of control of what stimuli are presented to persons, insofar as they may materially distort their behaviour i m a significantly harmful
manner. In addition, Al systems may also otherwise exploit the vulnerabilities of a person or a specific group of persons due to their age, disability within the meaning of Directive (EU) 2019/882 of the European Parliament and of the Council (16), or a specific social
or economic situation that is likely to make those persons more vulnerable to exploitation such as persons living in extreme poverty, ethnic or religious minorities. Such Al systems can be placed on the market, put into service or used with the objective o or the effect
of ma(enally distorting the behaviour of a person and in a manner that causes or is reasonably likely to cause significant harm to that or another person or groups of persons, including harms that may be accumulated over time and should therefore be prohibited. It
may not be possible to assume that there is an intention to distort behaviour where the distortion results from factors external to the Al system which are outside the control of the provider or the deployer, namely factors that may not be reasonably foreseeable and
therefore not possible for the provider or the deployer of the Al system to mitigate. In any case, it is not necessary for the provider or the deployer to have the intention to cause significant harm, provided that such harm results from the manipulative o exploitative Al-
enabled practices. The prohibitions for such Al practices are complementary o the provisions contained in Direciive 2005/29/EC of the European Parliament and of the Council (17), in particular unfair commercial practices leading to economic or financial harms to
consumers are prohibited under all circumstances, irrespective of whether they are put in place through Al systems or otherwise. The prohibitions of manipulative and exploitative practices in this Regulation should not affect lawful practices in the context of medical
treatment such as psychological treatment of a mental disease or physical rehabiltation, when those practices are carried out in accordance with the applicable law and medical standards, for example explicit consent of the individuals or their legal representafives. In
addition, common and legitimate commercial practices, for example in the field of advemslng, that comply with the applicable law should not, in themselves, be regarded as harmful bled practices.

30 Biometric categorisation systems that are based on natural persons’ biometric data, such as an individual person’s face or fingerprint, to deduce or infer an individuals’ political opinions, trade union membership, religious or philosophical beliefs, race, sex life or sexual
orientation should be prohibited. That e;mhlbmon should ot cover the lawful labelling, filtering or categorisation of biometric data sets acquired in line with Union o national law according to biometric data, such as the sorting of images according to hair colour or eye

colour, which can for example be used in the area of law enforcement.
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Al systems providing social scoring of natural persons by public or private actors may lead to discriminatory outcomes and the exclusion of certain groups. They may violate the right to dignity and non-discrimination and the values of equality and justice. Such Al
systems evaluate or classify natural persons or groups thereof on the basis of multiple data points related to their social behaviour in multiple contexts or known, inferred or predicted personal or personality characteristics over certain perlods of time. The social score
obtained from such Al systems may lead to the detrimental or unfavourable treatment of natural persons or whole groups thereof in social contexts, which are unrelated to N coatex hnieh Dot as originally generated or collected o to a detrimental treatment
that is disproportionate or unjustified to the gravity of their social behaviour. Al systems entailing such unacceptable scoring practices and leading to such detrimental or unfavourable outcomes should therefore be prohibited. That prohibition should not affect lawful
evaluation practices of natural persons that are carried out for a specific purpose in accordance with Union and national law.

The use of Al systems for ‘real-time’ remote biometric identification of natural persons in publicly accessible spaces for the purpose of law enforcement is particularly intrusive to the rights and freedoms of the concerned persons, to the extent that it may affect the
privae lfo of  farge part of the population, evoke a feeing of constant surveilance and indrecty dissuade the exercise o the froedom of assembly and other fundamental ights. TechnicalInacouracies, o Al systems intended for he remote biomeri deniifcation of
natural persons can lead to biased results and entail discriminatory effects. Such possible biased results and discriminatory effects are particularly relevant with regard to age, ethnicity, race, sex or disabilities. In addition, the immediacy of the impact and the limited
opportunities for further checks or corrections in relation to the use of such systems operating in real-time carry heightened risks for the rights and freedoms of the persons concerned in the context of, or impacted by, law enforcement activities.

The use of those systems for the purpose of law enforcement should therefore be prohibited, except in exhaustively listed and narrowly defined situations, where the use is strictly necessary to achieve a substantial public interest, the importance of which outweighs
the risks. Those situations involve the search for certain victims of crime including missing persons; certain threats to the life or to the physical safety of natural persons or of a terrorist attack; and the localisation or identification of perpetrators or suspects of the
criminal offences listed in an annex to this Regulation, where those criminal offences are punishable in the Member State concerned by a custodial sentence or a detention order for a maximum period of at least four years and as they are defined in the law of that
Member State. Such a threshold for the custodial sentence or detention order in accordance with national law contributes to ensuring that the offence should be serious enough to potentially justify the use of ‘real-time’ remote biometric identification systems.

Moreover, he s of iminal offences provide in an annex tothis Requiation is based on the 32 crimina offences lsted in the CouncilFramework Decision 2002/584/J+A (18). faking nto account that some of those offences are, n practice, kel to be more relevant
than others, in that the recourse to ‘real-time’ remote biometric identification could, be necessary and to highly varying degrees for the practical pursuiit of the ofa or suspect of the different criminal
offences listed and having regard to the likely differences in the seriousness, probability and scale of the harm or possible negative consequences. An imminent threat to life or the physical safety T I T e T e D o Gt
infrastructure, as defined in Article 2, point (4) of Directive (EU) 2022/2557 of the European Parliament and of the Council (19), where the disruption or destruction of such critical infrastructure would result in an imminent freat o ife o the physical safetyof a person,
including through serious harm to the provision of basic supplies to the population or to the exercise of the core function of the State. In addition, this Regulation should preserve the abiliy for law border control, i asylum to carry
out identity checks in the presence of the person concerned in accordance with the conditions set out in Union and national law for such checks. In particular, law enforcement, border control, immigration or asylum authoriies should bb able to uge information
systems, in accordance with Union or national law, to identify persons who, during an identity check, either refuse to be identified or are unable to state or prove their identity, without being required by this Regulation to obtain prior authorisation. This could be, for
example, a person involved in a crime, being unwilling, or unable due to an accident or a medical condition, to disclose their identity to law enforcement authorities.

In order to ensure that those systems are used in a responsible and proportionate manner, it is also important to establish that, in each of those exhaustively listed and narrowly defined situations, certain elements should be taken into account, in particular as regards
the nature of the situation giving rise to the request and the consequences of the use for the rights and freedoms of all persons concerned and the safeguards and conditions provided for with the use. In addition, the use of ‘real-time’ remote biometric identification
systems in publicly accessible spaces for the purpose of law enforcement should be deployed only to confirm the speclllcallg targeted individual’s identity and shauld be limited \o Whal is slrlcﬂy necessary concernlng the period of time, as well as the geographic and
personal scope, havin regard in pamcular to the evidence or indications regarding the threats, the victims or perpetrator. The use of the real-time remote biometri tlem in p paces should be authorised only if the relevant law
authority ha: rights impact and, unless provided otherwise in this Regulation, has registered the system in the da(abase as set oul in lhls Regulatlon The re(srenoe database of persons should be appropriate for
each use case in each of lhe sllualmns mentioned above.

Each use of a ‘real-time’ remote biometric identification system in publicly ible spaces for the purpose of law enforcement should be subject to an express and specific authorisation by a judicial authority or by an independent administrative authority of
aMember Stats whose decision s binding. Such authorsation should, i principl, be obtained prior o the uso of the Al system with 2 view to dentiing a porson or persons, Exceptions 10 that ule should be allowed n duly jusifed situations on grounds o urgency,
namely in situations where the need to use the systems concerned is such as to make it effectively and objectively impossible to obtain an authorisation before commencing the use of the Al system. In such situations of urgency, the use of the Al system should be
restricted to the absolute minimum necessary and should be subject to appropriate safeguards and conditions, as determined in national law and specified in the context of each individual uvgent iS5 ase by the law enforcament authority tsef In adition, the law
enforcement authority should in such situations request such authorisation while providing the reasons for not having been able to request it earlier, without undue delay and at the latest within 24 hours. If such an authorisation s rejected, the use of real-time
biometric identification systems linked to that authorisation should cease with immediate effect and all the data related to such use should be discarded and deleted. Such data includes input data directly acquired by an Al system in the course of the use of such
system as well as the results and outputs of the use linked to that authorisation. It should not include input that is legally acquired in accordance with another Union or national law. In any case, no decision producing an adverse legal effect on a person should be
taken based solely on the output of the remote biometric identification system
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as well as in national rules, the relevant market surveillance authority and the national data protection authority should be notified of each use of the real-time biometric
and the nanonal dala pralecnon au(hontles that have been notified should submit to the Commission an annual report on the use of real-time biometric identification systems.

with the

In order to carry out their tasks in
i ification system. Market il

Furthermore, it is appropriate to provide, within the set by this ion that such use in the territory of a Member State in accordance with this Regulation should only be possible where and in as far as the Member State concerned has
decided to expressiy provide for the possibility to authorise such use i its detailed rules of national law. Consequently, Member States remain free under this Regulation not to provide for such a possibility at all or to only provide for such a possibility in respect of
some of the objectives capable of justifying authorised use identified in this Regulation. Such national rules should be notified to the Commission within 30 days of their adoption.

The use of Al systems for real-time remote biometric identification of natural persons in publicly accessible spaces for the purpose of law ily involves the. of biometric data. The rules of this Regulation that prohibit, subject to certain
exceptions, such use, which are based on Article 16 TFEU, should apply as lex specialis in respect of the rules on the pracessln ov biometric data cunlalned in Article 10 of Directive (EU) 2016/680, thus regulaung such use and the processing of biometric data
involved in an exhaustive manner. Therefore, such use and processing should be possible only in as far as it is , without there being scope, outside that where they act for
purpose of law enforcement, to use such systems and process such data in connection thereto on the grounds listed in Amcle 10 of Directie (EU) 2o1e/eeo In that context, this Regulation is not intended to provide the legal basis for the pmcessln% of personal data
under Article 8 of Directive (EU) 2016/680. However, the use of real-time remote biometric identification systems in publicly accessible spaces for purposes other than law mcludlng by should not be covered by i
framework regarding such use for the purpose of law enforcement set by this Regulation. Such use for purposes other than law enforcement should thsrefore not be sub]scl to the under this Reg

of national law that may give effect to that authorisation.

and the appl\cable detalled rules

Any processing of biometric data and other personal data involved in the use of Al systems for biometric identification, other than in connection to the use of real-time remote biometric identification systems in publicly accessible spaces for the purpose of law
enforcement as regulated by this Regulation, should continue to comply with all requirements resulting from Article 10 of Directive (EU) 2016/680. For purposes other than law enforcement, Article 9(1) of Regulation (EU) 2016/679 and Article 10(1) of ngulanon (EV)
2018/1725 prohibit the processing of biometric data subject to limited exceptions as provided in those Articles. In the application of Article 9(1) of Regulation (EU) 2016/679, the use of remote biometric identification for purposes other than law enforcement h

already been subject to prohibition decisions by national data protection authorities.

In accordance with Article 6a of Protocol No 21 on the position of the United Kingdom and Ireland in respect of the area of freedom, security and justice, as annexed to the TEU and to the TFEU, Ireland is not bound by the rules laid down in Article 5(1), first
subparagraph pmm ), to the extent it applies to the use of biometric categorisation systems for activities in the field of police cooperation and Rjdlclal ‘cooperation in criminal matters, Article 5(1), first subparagraph, crmnl (d), to the extent it applies to the use of Al

ystems covered ot provision, Article 5(1), first subparagraph, point (h), Article 5(2) to (6) and Article 26(10) of this Regulation adopted on the basis of Article 16 TFEU which relate to the processing of personal data by the Member States when carrying out
Iacgvrljnss (alllnﬁ wghm (h's :co;lw ;3; (%_I;aEptsr 4 or Chapter 5 o? Title V of Part Three of the TFEU, where Ireland is not bound by the rules governing the forms of judicial cooperation in criminal matters or police cooperation which require compliance with the provisions
laid down on the basis of Article
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In accordance with Articles 2 and 2a of Protocol No 22 on the position of Denmark, annexed to the TEU and to the TFEU, Denmark is not bound by rules laid down in Article 5(1), first subparagrapn point (g), to the extent it applies to the use of biometric
categorisation systems for activities in the field of police cooperation and judicial cooperation in criminal matters, Article 5(1) first subparagraph, point (d), to the extent it applies to the use of Al systems covered by that provision, Article 5(1), first subparagraph, point
), (2) 10 (6) and Article 26(10) of this negulanan ‘adopted on the basis of Article 16 TFEU, or subject to their application, which relate 1o the processing of personal data by the Member States when carrying out aivtios falling within the scope of Chapter 4 or

(h)
Ehapler 5 o? Title V of Part Three of the T

In line with the presumption of innocence, natural persons in the Union should always be judged on their actual behaviour. Natural persons should never be judged on Al-predicted behaviour based solely on their profiling, personallly traits or characteristics, such as
nationality, place of birth, place of residence, number of children, level of debt o of car, without a reasonable suspicion of that person| being involved in a criminal activity based on objective verifiable facts and without assessment thereof. Therefore, risk
assessments carried out with regard to natural persons in order to assess the ||k of their offending o to predict the occurrence of an actual or potential criminal offence based solely on profiling them or on assessing e personality traits and characteristics
should be prohibited. In any case, that prohibition does not refer to or touch upon rlsk analytics that are not based on the profiling of |nd|v|duals or on the personality traits and characteristics of individuals, such as Al systems using risk analytics to assess the
likelihood of financial fraud by on the basis of o risk analytic tools to predict the likelihood of the localisation of narcotics or illicit goods by customs authorities, for example on the basis of known trafficking routes.

through the scraping of facial images from the internet or CCTV footage, should be prohibited because

The placing on the market, the putting into service for that specific purpose, or the use of Al systems that create or expand facial
that practice adds to the feeling of mass surveillance and can lead to gross violations of fundamental rights, including the right to privacy.

There are serious concerns about the scientific basis of Al systems aiming to identify or infer emotions, particularly as expression of emotions vary considerably across cultures and situations, and even within a single individual. Among the key shortcomings of such
systems are the limited reliability, the lack of specificity and the limited generalisability. Therefore, Al systems identifying or inferring emotions or intentions of natural persons on the basis of their biometric data may lead to discriminatory outcomes and can be intrusive
to the rights and freedoms of the concerned persons. Considering the imbalance of power in the context of work or education, combined with the intrusive nature of these systems, such systems could lead to detrimental or unfavourable treatment of certain natural
persons or whole groups thereof. Therefore, the placing on the market, the putting into service, or the use of Al systems intended to be used to detect the emotional state of individuals in situations related to the workplace and education should be prohibited. That
prohibition should not cover Al systems placsd on the market strictly for medical or safety reasons, such as systems intended for therapeutical use.

Practices that are prohibited by Union law, including data protection law, non-discrimination law, consumer protection law, and competition law, should not be affected by this Regulation.
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High-risk Al systems should only be placed on the Union market, put into service or used if they comply with certain i should ensure (hat hi rgn -risk Al systems available in the Union or whose output is otherwise used in the
Union do not pose unacceptable risks to important Union public interests as recognised and protected by Union law. On the basis of the New Leglslatlve Fi as clarified in tf e ‘The “Blue Guide” on the implementation of EU product rules
2022’ (20), the general rule is that more than one legal act of Union harmonisation legislation, such as Regulations (EU) 2017/745 (21) and (EU) 2017/746 (22) of the European Parllamenl and of \he Cnuncll or Directive 2006/42/EC of the European Parliament and of
the Council (23), may be applicable to one product, since the making available or putting into'service can take place only when the product complies with all applicable Union harmonisation legislation. To ensure and avoid

burdens or costs, providers of a product that contains one or more high-risk Al systems, to which the requirements of this Regulation and of the Union harmonisation legislation listed in an annex to this Regulation apply, should have flexibility with regavd to operational
decisions on how to ensure compliance of a product that contains one or more Al systems with all applicable requirements of the Union harmonisation legislation in an optimal manner. Al systems identified as high-risk should be limited to those that have a significant
harmful impact on the health, safe.y and fundamental rights of persons in the Union and such limitation should minimise any potential restriction to international trade.

Al systems could have an adverse impact on the health and safety of persons, in particular when such systems operate as safety components of products. Consistent with the objectives of Union harmonisation legislation to facilitate the free movement of products in
the internal market and to ensure that only safe and otherwise compliant products find their way into the market, it is important that the safety risks that may be generated by a product as a whole due to its digital components, including Al systems, are duly prevented
and mitigated. For instance, |nnreas|ngly autonomous robots, whether in the context of manufacturing or personal assistance and care should be able to safely operate and performs their functions in complex environments. Similarly, in the health sector where the
stakes for life and health are high, i systems and systems supporting human decisions should be reliable and accurate.

The extent of the adverse impact caused by the Al system on the fundamental rights protected by the Charter is of particular relevance when classifying an Al system as high risk. Those rights include the right to human dlgn respecl for private and family life,
protection of personal data, freedom of expression and information, freedom of assembly and of association, the right to non-discrimination, the right to education, consumer protection, workers' rights, the rights of persons with disabilities, gender equality, intellectual
property rights, the right to an effective remedy and to a fair trial, the right of defence and the presumption of i innocence, and the right to good administration. In addition to those rights, it is important to hlghllgh( the fact that chlldrsn have speclflc rights as enshrined in
Article 24 of the Charter and in the United Nations Convention on the Rights of the Child, further developed in the UNCRC General Comment No 25 as regards the digital environment, both of which require consideration of the children’s vulnerabilities and provision of
fech protection and care as necessary for their well-being. The fundamental right to a high level of environmental protection enshrined in the Charter and implemented in Union policies should also be considered when assessing the severity of the harm that an Al
ssystem can cause, including in relation to the health and safety of persons.

As regards high-risk Al systems that are safety components of products or systems, or which are themselves products or systems 'allm% within the scope of Regulation (EC) No 300/2008 of the European Parliament and of the Council (24), Regulation

(EU) No 167/2013 of the European Parliament and of the Council (25), Regulation (EU) No 168/2013 of the European Parliament and of the Council (26), Directive 2014/90/EU of the European Parliament and of the Council (27), Directive (EU) 2016/797 of the
European Parliament and of the Council (28), Re gulaﬂan (EU) 2018/858 of the European Parliament and of the Council (29), eﬁulaﬂon (EU) 2018/1139 of the European Parliament and of the Council (30), and Regulation (EU) 2019/2144 of the European Parliament
and of the Council (31), it is appropriate to amend those acts to ensure that the Commission takes into account, on the basis of the technical and regulatory specificities of each sector, and without interfering with existing governance, conformity assessment and

and therein, the y for high-risk Al systems laid down in this Regulation when adopting any relevant delegated or implementing acts on the basis of those acts.

As regards Al systems that are safety components of products, or which are themselves products, falling within the scope of certain Union harmonisation legislation listed in an annex to this Regulation, it is appropriate to classify them as high-risk under this
Regulation if the product the procedure with a third-party conformity assessmem body pursuant to that relevant Union harmonisation legislation. In particular, suchgmduc{s are machinery, toys, lifts, equipment and
protective systems intended for use in potentially explosive radio pressure cableway burning gaseous fuels, medical devices, in vitro diagnostic medical devices, automotive
and aviation.
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The classification of an Al system as high-risk pursuant to this Regulation should not necessarily mean that the product whose safety component is the Al system, or the Al system itself as a producl is considered to be high-risk under the criteria established in the
relevant Union harmonisation legislation that applies to the product. This is, in particular, the case for Regulations (EU) 2017/745 and (EU) 2017/746, where a third-party is provided for k and high-risk products.

As regards stand-alone Al systems, namely high-risk Al systems other than those that are safety components of products, or that are themselves products, it is appropriate to classify them as high-risk if, in light of their intended purpose, they pose a high risk of harm
to the health and safety or the fundamental ngms of persons, taking into account both the severity of the possible harm and its probability of occurrence and they are used in a number of specifically pre-defined areas specified in this Regulation. The identification of
those systems is based on the same methodology and criteria envisaged also for any future amendments of the list of high-risk Al systems that the Commission should be empowered to adopt, via delegated acts, to take into account the rapid pace of technological
development, as well as the potential changes in the use of Al systems.

Article 4, point (4) of Itis also important to clarify that there may be specific cases in which Al systems referred to in pre-defined areas specllled in this Regulation do not lead to a significant risk of harm to the legal interests protected under those areas because they do not materlally
Regulation (EU) 2016/679 or influence the decision-making or do not harm those interests substantially. For the purposes of this Regulation, an Al system that does not materially influence the outcome of decision-making should be understood to be an Al system that does not have an im

Article 3, point (4) of Directive the substance, and thereby the outcome, of decision-making, whether human or automated. An Al system that does not malenally influence the outcome of decision-making could include situations in which one or more of the following conditions are fulfilled. The llrst
(EU) 2016/680 or Article 3, such condition should be that the Al system is intended to perform a narrow procedural task, such as an Al system that transforms unstructured data into structured data, an Al system that classifies incoming documents into categories or an Al system that is used to
point (5) of Regulation (EU) detect duplicates among a large number of applications. Those tasks are of such narrow and limited nature that they pose only limited risks which are not increased through the use of an Al system in a context that s listed as a high-risk use in an annex to this
2018/1725. egulation. The sacond condition should be that the task performed by the Al system is intended to improve the result of a previously completed human activity that may be relevant for the purposes of the high-risk uses listed in an annex to this Regulation.

Considering those characteristics, the Al system provides only an additional layer to a human activity with consequently lowered risk. That condition would, for example, apply to Al systems that are intended to improve the language used i previously drafted
documents, for example in relation to professional tone, academic style of language or by aligning text to a certain brand messaging. The third condition should be that the Al system is intended to detect decision-making patterns or deviations from prior decision-
making patterns. The risk would be lowered because the use of the Al system follows a previously completed human assessment which it is not meant to replace or influence, without proper human review. Such Al systems include for instance those that, given

a certain grading pattem of a teacher, can be used to check ex post whether the teacher may have deviated from the grading pattern so as to ﬂa% potential inconsistencies or anomalies. The fourth condition should be that the Al system is intended to perform a task
that is only preparatory to an assessment relevant for the purposes of the Al systems listed in an annex to this Regulation, thus making the possible impact of the output of the system very low in terms of representing a risk fcrme ‘assessment to follow. That condition
covers, inter alia, smart solutions for file handling, which include various functions from indexing, searching, text and speech processing or linking data to other data sources, or Al systems used for translation of initial documents. In any case, Al systems used in high-
risk use-cases listed in an annex to this Regulation should be considered to pose significant risks of harm 10 the health, safety or fundamental rights if the Al system implies prollllnghwllhln the meaning of Article 4, dpaln( (4) of Hegulalmn (EU) 2016/679 or Article 3,
point (4) of Directive (EU) 2016/680 or Article 3, point (5) of Regulation (EU) 2018/1725. To ensure traceability and transparency, a provider who considers that an Al system is not high-risk on the basis of the conditions referred to above should d

documentation of the assessment before that system is placed on the market or put into service and should provide that to national upon request. Such a provider should be obliged to register the Al system in Y the EU database
established under this Regulation. With a view to providing further guidance for the practical lmplemen(a!mn of the conditions under which the Al systems listed in an annex to this Regulation are, on an exceptional basis, non-high-risk, the Commission should, after
consulting the Board, provide guidelines specifying that practical i list of practical examples of use cases of Al systems that are high-risk and use cases that are not.

ticle 9(1) of Regulation (EU) As biometric data constitutes a special category of personal data, it is appropriate to classify as high-risk several critical-use cases of biometric systems, insofar as their use is permitted under relevant Union and national law. Technical inaccuracies of Al systems
6/679 intended for the remote biometric identification of natural persons can lead to biased results and entail discriminatory effects. The risk of such biased results and discriminatory effects is particularly relevant with regard to age, ethnicity, race, sex or disabilities. Remote
biometric identification systems should therefore be classified as high-risk in view of the risks that they pose. Such a classification excludes Al systems intended to be used for biometric verification, including authentication, the sole purpose of which is to confirm that
a specific natural person is who that person claims to be and to confirm the identity of a natural person for the Sole purpose of having access to a service, unlocking a device or having secure access to premises. In addition, Al systems intended to be used for
biometric categorisation according to sensitive attributes or characteristics protected under Article 9(1) of Regulation (EU) 2016/679 on the basis of biometric data, in so far as these are not prohibited under this Regulation, and emotion recognition systems that are
not prohibited under this Regulation, should be classified as high-risk. Biometric systems which are intended to be used solely for the purpose of enabling cybersecurity and personal data protection measures should not be considered to be high-risk Al systems.

s egards the management and operation of orical infrastructue, i is appropriate o classiy as high-risk the Al systems infended to be used as safety componints i the management and oparation of crical gtal infrastructure aslisted in point (8)of the Annexto
Direciiv (EU) 202/2557, road taffio and the supply o water, 625, heating and electricty, since their faur or malfunctioning may put at sk th lfe and health of persansat large scale and lead to appreciable distuptions inthe orcinary conduct of social and
economic activities. Safety components of critical infrastructure, including critical digital infrastructure, are systems used to directly protect the physical integrity of critical infrastructure or the health and safety of persons and property but which are not necessary in
order for the system to function. The failure or malfunctioning of such components might directly lead to risks to the physical integrity of critical infrastructure and thus to risks to health and safety of persons and property. Components intended to be used solely for
cybersecurity purposes should not qualify as safety components. Examples of safety of such critical may include systems for monitoring water pressure or fire alarm controlling systems in cloud computing centres.
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56 The deployment of Al systems in education is important to promote high-quality digital education and training and to allow all learners and teachers to acquire and share the necessary digital skills and competences, including media literacy, and critical thinking, to
take an active part in the economy, society, and in democratic processes. However, Al systems used in education or vocational training, in particular for determining access or admission, for assigning persons to educational and vocational training institutions or

programmes at all levels, for evaluating learning outcomes of persons, for assessing the appropriate level of education for an individual and matertally influencing the level of education and training that individuals will receive or will be able to access or for monitoring
and detecting prohibited behaviour of students during tests should be classified as high-risk Al systems, since they may determine the educational and professional course of a person’s life and therefore may affect that person’s ability to secure a livelihood. When
improperly designed and used, such systems may be particularly intrusive and may violate the right to education and training as well as the right not to be discriminated against and perpetuate historical patterns of discrimination, for example against women, certain
age groups, persons with disabilities, or persons of certain racial or ethnic origins or sexual orientation.

57 Al systems used in and access to self in partoular or the recrutment and selection o persons, for maklng decisions affecing terms of the work related ip, promotion and termi of work-related
contractual relationships, for allocanng e D T o et e ionships, should also be classified as high-risk, since those systems may
Rawe an appraciable inpact on falura carer prospects, velihoods Of thoss persons and workers, ighis. Felevantw e s shoui, manner, involve and persons providing services through platforms as referred

10.In the Commission Work Programma 2021 Thioughout he recrufment plocess and in the evaluation, promation, of retention of persons in work-reiated contractual relatlonsh\ps, such systems may perpetuate historical patterns of discrimination, for example
against women, certain age groups, persons with disabilities, or persons of certain racial or ethnic origins or sexual orientation. Al systems used to monitor the performance and behaviour of such persons may also undermine their fundamental rights to data
protection and privacy.

Another area in which the use of Al systems deserves special consideration is the access to and enjoyment of certain essential private and public services and benefits necessary for people to fully participate in society or to improve one’s standard of living. In

58 particular, natural persons applying for or receiving essential public assistance benefits and services from public authorities namely healthcare services, social security benefits, social services providing protection in cases such as maternity, illness, industrial
accidents, dependency or old age and loss of employment and social and housing assistance, are typically dependent on those benefits and services and in a vulnerable position in relation to the responsible authorities. If Al systems are used for determlnlng whether
such benefits and services should be granted, denied, reduced, revoked or reclaimed by authorities, including whether beneficiaries are le egiimataly eniled to such benefis o services, hoso systems may have & signfcant impact on persons'livelinood a
iniingd fheir fundarmenial ighis, such a5 the fight I social protaciion, non-discrmination, human ity or an effoctive ramedy and shouk thersfore b classiiad as high-isk. Nonethelass, This Fegulaiion should ol hamper the development and use of jinovatye
approaches in the public administration, which would stand to benefit from a wider use of compliant and safe Al systems, provided that those systems do not entail a high risk to legal and natural persons. In addition, Al systems used to evaluate the credit score or
creditworthiness of natural persons should be classified as high-risk Al systems, since they determine those persons’ access to financial resources or essential services such as housing, electricity, and telecommunication services. Al systems used for those purposes
may lead to iscrimination betvoan persons or groups and may perpatuate hisorical pattens of discriminaton, suh s that based on racial r ethni orgins, gender, isabiltes, age or sexual orentatin, of may create ney forms o ciseriminatory impacis, However,
Al systems provided for by Union law for the purpose of detecting fraud in the offering of financial services and for prudential purposes to calculate credit i  and insurance capital should not be nder this
Regulation. Moreover, Al systems intended to be used for risk assessment and pricing in relation to natural persons for health and life insurance can also have a significant impact on persons' livelinood and if not duly designed, developed and used, can infringe their
fundamental rights and can lead to serious consequences for people’s life and heaith, including financial exclusion and discrimination. Finally, Al systems used to evaluate and classify emergency calls by natural prsons of to ispatch or establis prirty i the
dispatching of emergency first response services, including by police, firefighters and medical aid, as well as of emergency healthcare patient triage systems, should also be classified as high-risk since they make decisions in very critical situations for the life and
health of persons and their property.

59 Given their role and responsibility, actions by law enforcement authorities involving certain uses of Al systems are characterised by a significant degree of power imbalance and may lead to surveillance, arrest or deprivation of a natural person’s liberty as well as other
adverse impacts on fundamental rights guaranteed in the Charter. In particular, if the Al system is not trained with high-quality data, does not meet adequate requirements in terms of its performance, its accuracy or robustness, or is not properly designed and tested

before being put on the market or otherwise put into service, it may single out peo%le in a discriminatory or otherwise incorrect or unjust manner. Furthermore, the exercise of important procedural fundamental rights, such as the right to an effective remedy and to
a fair trial as well as the right of defence and the presumption of innocence, could mpered, in particular, where such Al systems are not and Itis therefore o classify as high-risk, insofar as their use is
permitted under relevant Union and national law, a number of Al systems intended to be used in the law enforcement context where accuracy, reliability and transparency is partlcularly important to avoid adverse impacts, re(aln publlc trust and ensure accountability
and effective redress. In view of the nature of the activities and the risks relating thereto, those high-risk Al systems should include in particular Al systems intended to be used by or on behalf of law Union bodies, offices, or
agencies in support of law enforcement authorities for assessing the risk of a natural person to become a victim of criminal offences, as polygraphs and similar tools, for the evaluation of the reliability of evidence in in the oourse o' mvesugauon or prusenullon of
criminal offences, and, insofar as not prohibited under this Regulation, for assessing the risk of a natural person offending or reoffending not solely on the basis of the profiling of natural persons or the of r the past
criminal behaviour of natural persons or groups, Ior pmllllng in the course of detection, investigation or prosecution of criminal offences. Al systems specifically intended to be used for administrative proceedings by tax and cus\oms au(hmmes as well as hy financial
intelligence units carryln%f nalysing pursuant to Union anti-money laundering law should not be classified as high-risk Al systems used by law enforcement authorities for the purpose of prevention, detection, investigation and
prosecution of criminal offences. The use of AI tools by law enforcement and other relevant authorities should not become a factor of inequality, or exclusion. The impact of the use of Al tools on the defence rights of suspects should not be ignored, in particular the
difficulty in obtaining of those systems and the resulting difficulty in challenging their results in court, in particular by natural persons under investigation.

60 Al systems used in migration, asylum and border control management affect persons who are often in particularly vulnerable position and who are dependent on the outcome of the actions of the competent public authorities. The accuracy, non-discriminatory nature
and transparency of the Al syslems used in those contexts are therefore particularly important to guaranlee respect for the fundamental rights of the affected persons, in particular their rights to free movement, non-discrimination, protection of private life and personal

data, international protection and good administration. It is therefore appropriate to classify as hl%0 risk, insofar as their use is permitted under relevant Union and national law, Al systems intended to be used by or on behalf of competent public authorities or by Union
institutions, bodies, offices or agencies charged with tasks in the fields of migration, asylum and border control management as polygraphs and similar tools, for assessing certain risks posed by natural persons entering the territory of a Member State or applylng for
visa or asylum, for assisting competent public authorities for the examination, including related assessment of the reliability of evidence, of applications for asylum, visa and residence permits and associated complaints with regard to the objective to establish the
eligibility of the natural persons applying for a status, for the purpose of detecting, recogmslr&g or identifying natural persons in the context of migration, asylum and border control management, with the exception of verification of travel documents. Al systems in the
area of migration, asylum and border control management covered by this Regulanon should comply with the relevant procedural requirements set by the Regulation (EC) No 810/2009 of the European Pariiament and of the Council (32), the Directive 2013/32/EU of
the European Parliament and of the Council (33), and other relevanl Union law. The use of Al systems in migration, asylum and border control management should, in no circumstances, be used by Member States or Union institutions, bodies, offices or agencies as
ameans to circumvent their international obligations under the Ul N Convention re\atlng o the Status of Refugees done at Geneva on 28 July 1951 as amended by the Protocol of 31 January 1967. Nor should they be used to in any way infringe on the principle of non-
refoulement, or to deny safe and effective legal avenues into the territory of the Union, including the right to international protection.
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andin applﬁlng the law to a concrete set of facts. Al systems intended to be used by alternative dispute resolution bodies for those purposes should a\so be considered to be high-risk when the outcomes of the alternative dispute resolullan proceedings produce legal
effects for the parties. The use of Al tools can support the decision-making power of judges or judicial independence, but should not replace it: the fi king must remain a h driven activity. The classification of Al systems as high-risk should not,
however, extend to Al systems intended for purely ancillary administrative activities that do not affect the actual administration of justice in individual casss such as anonymisation or pseudonymisation of judicial decisions, documents or data, communication between

personnel, administrative tasks.

Without prejudice to the rules provided for in Regulation (EU) 2024/900 of the European Parliament and of the Council (34), and in order to address the risks of undue external interference with the right to vote enshrined in Article 39 of the Charter, and of adverse
and the rule of law, Al systems intended to be used to influence the outcome of an election or referendum or the voting behaviour of natural persons in the exercise of their vote in elections or referenda should be classified as high-risk Al

62 Article 39 of the Charter,
effects on democracy an«
syslems with the exception of Al systems whose output natural persons are not directly exposed to, such as tools used to organise, optimise and structure political campaigns from an administrative and logistical point of view.

The fact that an Al system s classified as a high-risk Al system under this Regulation should not be interpreted as indicating that the use of the system is lawful under other acts of Union law or under national law compatible with Union law, such as on the protection
phs and similar tools or other systems fo detect the emotional state of natural persons. Any such use should continue to occur solely in accordance with the applicable requirements resulting from the Charter and from the

63 of personal data, on the use of poly?ra
appllgatél? acts ﬁf sgcom‘iary Union and national law. This Regulation should not be understood as providing for the legal ground for processing of personal data, including special categories of personal data, where relevant, unless it is specifically otherwise
provided for in this Regulation.

ate the risks from high-risk Al systems placed on the market or put info service and to ensure a high level of certain should apply to high-risk Al systems, taking into account the intended purpose and the context of use
the provider. The measures adopted by the providers to comply with the manda(ory requlremsn(s of this Regulation should take into account the generally acknowledged state of the
he “Blue Guide” on the implementation of EU product rules 2022", the general rule is that more than one

To mlt:g

64 of the Al system and according to the system to be y
arton Al, be proportionate and effective to meet the objectives of this Regulation. Based on the New Legislative Framework, as clarified in Commission notice ‘The ‘Bl

legal act of Union harmonisation legislation may be applicable to one product, since the making available or putting into service can take place unly when the product complies with all applicable Union harmonisation legislation. The hazards of Al systems covered by

the existing body of the Union harmonisation Ieglslanvn For example, machinery or

the requirements of this Regulation concern different aspects than the existing Union harmonisation legislation and therefore the gl woul
medical devices produas incorporating an Al system might present risks not addressed by the essential health and safety requlremenls set aul in lhe relevam Union harmonised legislation, as that sectoral law does not deal with risks specific to Al systems. This calls
fora of the various legislative acts. To ensure consistency and to avoi costs, providers of a product that contains one or more high-risk Al system, to which the
requlrements of this | Regulanon and of the Union harmonisation legislation based on the New Legislative Framework and listed in an annex to this Regulanon apply, should have flexibility with regard to operational decisions on how to ensure compllance ov a product
that contains one or more Al systems with al the applicable requirements of that Union harmonised legislation in ah opfimal manner. That flexibity could mean, for example a decision by the provider to integrate a part of the necessary testing and repo

and ulation into already existing documentation and procedures required under existing Union harmonisation legislation based on the New Legislative Framework and listed in an annex to mus Regulauon

equired under this Re
ider 10 comply with a the appicable requirements.

Thls should not, in any way, undermine the obligation of the provit

6 5 The risk- managemem system should consist of a continuous, iterative process that is planned and run throughout the entire lifecycle of a hlgh nsk Al system. That process should be almed at identifying and mitigating the relevant risks of Al systems on health, safety
and ights. The risk system should be regularly reviewed and updated to ensure its as w significant decisions and actions taken subject to this Regulation. This process

RS roinatite provider identifies risks or adverse impacts and implements mitigation measures for the known and reasonably e el syslems o the heanh savety and fundamental rights in light of their intended purpose and reasonably

foreseeable misuse, including the possible risks arising from the interaction between the Al system and the environment within which it operates. The risk-management system should adopt the most appropriate risk-management measures in light of the state of the
artin Al. When identifying the most appropriate risk-management measures, the provider should document and explain the choices made and, when relevant, involve experts and external stakeholders. I identifying the reasonably foreseeable misuse of high-risk Al
systems, the provider should cover uses of Al systems which, while not directly covered by the intended purpose and provided for in the instruction for use may nevertheless be reasonably expected to result from readily predictabie human behaviour in the context of
the specific characteristics and use of a particular Al system. Any known or foreseeable circumstances related to the use of the high-risk Al system in accordance with its intended purpose or under conditions of reasonably foreseeable misuse, which may lead to risks
to the health and safety or fundamental rights should be included in the instructions for use that are(fmvlded by the provider. This is to ensure that the deployer is aware and takes them into account when using the high-risk Al system. Idenlllylng and implementing
risk mitigation measures for foreseeable misuse under this Regulation should not require specific additional training for the high-risk Al system by the provider to address foreseeable misuse. The providers however are encouraged to consider such additional training
measures to mitigate reasonable foreseeable misuses as necessary and appropriate.
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Requirements should apply to high-risk Al systems as regards risk management, the quality and relevance of data sets used, technical and the provision of information to deployers, human oversight, and robustness,
accuracy and cybersecurity. Those requirements are necessary to effectively mitigate the risks for health, safety and ‘fundamental rights. As no other Iess trade rssmctlve measures are reasonably available those requirements are not unjustified restrictions to trade.

High-quality data and access to high-quality data plays a vital vo\e in providing structure and in ensuring the performance of many Al systems, especially when techniques mvolvlng the training of models are ussd with a view to ensuve that the hlgh nsk Al system
performs as intended and safely and it does not of discrimination prohibited by Union law. High-quality data sets for training, validation and testing require th of dat s. Data sets for
training, validation and testing, including the labels, should ol relevam sufficiently representative, and to the best extent possible free of errors and complete in view of the intonded purpose of the system. In urder to facilitate cumpllance with Umun dGata protection
law, such as Regulation (EU) 2016/679, dala govsmancs and management practices should include, in the case of personal data, transparency about the original purpose of the data collection. The data sets should also have the appropriate statistical properties,
including as regards the persons or groups of persons in relation to whom the high-risk Al system is intended to be Used, with specific attention to the mitigation of possible biases in the data sets, that are likely to affect the health and safety of persons, have

a negative impact on fundamental rights or lead to discrimination prohibited under Union law, especially where data outputs influence inputs for future operations (feedback loops). Biases can for example be inherent in underlying data sets, especially when historical
data is being used, or generated when the systems are implemented in real world settings. Results provided by Al systems could be influenced by such inherent biases that are inclined to gradually increase and thereby perpetuate and amplify existing discrimination,
in particular for persons belon%lng to certain vulnerable groups, including racial or ethnic groups. The requirement for the data sets to be to the best extent possible complete and free of errors should not affect the use of privacy-preserving techniques in the context of
the development and testing of Al systems. In particular, data sets should take into account, to the extent required by their intended purpose, the features, characteristics or elements that are particular to the specific geographical, contextual, behavioural or functional
setting which the Al system is intended to be used. The requirements relaled to data governance can be complied wnhdby having recourse to third parties that offer certified compliance services including verification of data governance, data set integrity, and data

are ensure

training, validation and testing practices, as far as

For the development and assessment of high-risk Al systems, certain actors, such as providers, notified bodies and other relevant entities, such as European Digital ion Hubs, testing facilities and should be able to access and use
high-quality data sets within the fields of activities of those actors which are related to this Regulation. European common data spaces established by the Commission and the facilitation of data sharing between businesses and with government in the public interest
will be instrumental to provide trustful, accountable and non-discriminatory access to high-quality data for the (ralnlng, validation and testing of Al systems. For example, in health, the European health data space will facilitate non- dlscnmlna(ory access to health data
and the training of Al algorithms on those data sets, in a privacy-preserving, secure, timely, transparent and trustworthy manner, and wit Relevant including sectoral ones, providing or supporting the
access to data may also support the provision of high-quality data for the training, validation and testing of Al sys(ems

The right to privacy and to protection of personal data must be guaranteed throughout the entire lifecycle of the Al system. In this regard, the principles of data minimisation and data protection by design and by default, as set out in Union data protection law, are
applicable when personal data are processed. Measures taken by providers to ensure compliance with those principles may include not only anonymisation and encryption, but also the use of technology that permits algomhms to be brought to the data and allows
training of Al systems without the transmission between parties or copying of the raw or structured data themselves, without prejudice to the requirements on data governance provided for in this Regulation.

In order to pvo(em the right of others from the discrimination that might result from the bias in Al systems, the providers should, exceptionally, to the extent that it is strictly necessary for the purpose of ensuring bias detection and correction in relation to 2‘3?5%%%"%“
an

Article 9(2), point (g) of
Regulation (EU). 2016/679 and syslems, subject to appropriate safeguards for the fundamental rights and freedoms of natural persons and following the apgllca!lnn of all applicable conditions laid down under this Regulation in addition to the conditions laid down in Regulations (EU)
Article 10(2), point (g) of (EU) 2018/1725 and Directive (EU) 2016/680, be able to process also special categories of personal data, as a matter of substantial public interest within the meaning of Article 9(2) point (g) of Regulation (EU) 2016/679 and Article 10(2), point (g) of Regulation (EU)

Regulation (EU) 2018/1725. 2018/1725.
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Having comprehenslble information on huw hlgh -risk Al systems have been developed and how mey periurm Ihruughuul their lfetime is essential to enable Iraceablll!y of those systems, verify

and pos This requires keeping records and th which is necessary to assess the compl\ancs ov (he Al sys(em with (he relevan( requ\remen(s and (aclll(ale
post oAl manlmnng Such information shou\d include the general characteristics, capabllmes and hmuanans & me s stem, algorithms, dala training, testing ‘and vaildation processes used as nt m and
drawn in a clear and comprehensive form. The technical documentation should be kept up to date, appropriately throughout the lifetime of the Al system. Furthermore, high-risk Al systems houia Iechmcal\y iRt automatlc recording of events, by means of
logs, over the duration of the lifetime of the system.

To address concerns related to opacity and complexity of certain Al systems and help deployers to fulfil their obligati under this should be required for high-risk Al systems before they are placed on the market or put it into service. High-
risk Al systems should be designed in'a manner to enable deployers to understand how the Al system works, evaluate fis Iuncnonallly, and comprehend its strengths and limitations. High-risk Al systems should be accompanied by appropriate information in the form
of instructions of use. Such information should include the characteristics, capabilities and limitations of performance of the Al system. Those would cover information on possible known and foreseeable circumstances related to the use of the high-risk Al system,
including deployer action that may influence system behaviour and performance, under which the Al system can lead to risks to health, sa'ety, and fundamental rlghts on (he changes (hat have been pre-determined and assessed for conforml(y%y the provider and on
the relevant human oversight measures, including the measures to facilitate the interpretation of the outputs of the Al system by the deploys instructions for use, should assist deﬂloyers in the use of the system and
support informed decision making by them. Deployers should, inter alia, be in a better position to make the correct choice of the system ot Ihey Bl alln || hl of me obligations appllcable to them, be educated about the intended and precluded uses, and use
the Al system correctly and as appropriate. In order to enhance legibility and accessibility of the information included in the instructions of use, where appropnate 3us«rauve examples, for instance on the limitations and on the intended and precluded uses of the Al
ssystem, should be included. Providers should ensure that all documentation, including the instructions for use, contain: taking into account the needs and foreseeable knowledge of the target
deployers. Instructions for use should be made available in a language which can be easily understood by target deployers, as detérmined by the Member Shate cuncerned.

High-risk Al systems should be designed and developed in such a way that natural persons can oversee their functioning, ensure that they are used as intended and that their impacts are addressed over the system’s lifecycle. To that end, appropriate human
Overslghl measures should be identified by the provider of the system before its placing on the market or puﬂlm};\ln(o service. In particular, where appropriate, such measures should guarantee that the system is subject to in-built operational constraints that cannot be
overridden by the system itself and is responsive to the human operator, and that the natural persons to whom human oversight has been assigned have the necessary competence, training and authority to carry out that role. It is also essential, as appropriate, to
ensure that high-risk Al systems include mechanisms to guide and inform a natural person to whom human oversight has been assigned to make informed decisions if, when and how to intervene in order to avoid negative consequences or risks, or stop the system if
it does not perform as intended. C the significant for persons in the case of an incorrect match by certain biometric identification systems, it is appropriate to provide for an enhanced human oversight requirement for those systems so that no
action or decision may be taken by the deploysr on the basls ov the identification resumng from the system unless this has been separately verified and confirmed by at least two natural persons. Those persons could be from one or more entities and include the

erson operating or using the system. Thi pose n or delays and it could be sufficient that the separate verifications by the different Eersnns are automatically recorded in the logs generated by the system. Given the
specificities of the areas of law enforoemem ‘migration, bardercumml and asylum, thls requlremem should not apply where Union or national law considers

ngh -risk Al systems should perform consistently Ihruughuut their lifecycle and meet an appropriate level of accuracy, robustness and cybersecurity, in ||?m of their intended purpose and in accordance with the generally acknowledged state of the art. The
vant and 1o take due of the mltlganon of risks and the negative |mpacts of the Al system. The expected level of performance metrics should be declared in the accompanying instructions
of use. Providers are urged to communicate that ormation 1o deployers in a clear and easily w on legal metrology, including Directives 2014/31/EU (35) and 2014/32/EU (aa) of the
European Parliament and of the Council, alms m ensure the accuracy of measurements and to help the (ransparency and faimess of cummerc\a\ transactions. In that context, in cooperation with relevant stakeholders and organisation, such as metrology a
the and for Al systems. In doing so, the Commission should take note and collaborate with international partners worklng on

the
o e T e T o e A A

Technical robustness is a key requirement for high-risk Al systems. They should be resilient in relation to harmful or otherwise undesirable behaviour that may result from limitations within the systems or the environment in which the systems operate (e.g. errors,
faults, inconsistencies, unexpected situations). Therefore, technical and organisational measures should be taken to ensure robustness of high-risk Al systems, for example by designing and developing appropriate technical solutions to prevent or minimise harmful or
otherwise undesirable behaviour. Those technical solution may include for instance mechanisms enabling the system to safely interrupt its operation (fail-safe plans) in the presence of certain anomalies or when operation takes place outside certain predetermined
boundaries. Failure to protect against these risks could lead to safety impacts or negatively affect the fundamental rights, for example due to erroneous decisions or wrong or biased outputs generated by the Al system.
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Cybersecurity plays a crucial role in ensuring that Al systems are resilient against attempts to alter their use, behaviour, performance or compromise their security properties by malicious third parties exploiting the system’s vulnerabilties. Cyberattacks against Al
systems can leverage Al specific assets, such as training data sets (e. ta poisoning) or trained models (e.g. adversarial attacks or membership inference), or exploit vulnerabilities in the Al system’ s dlgltal assets or (he underlying ICT infrastructure. To ensure
a level of cybersecurity appropriate to the risks, suitable measures, such as security controls, should therefore be taken by the providers of high-risk Al systems, also taking into account as

Without prejudice to the requirements related to robustness and accuracy set out in lhls Regulatlon high-risk Al systems whlch Vall within the soople of a regulation of the European Parliament and of the Council on horizontal cybersecurity requirements for products
ate

with digital elements, in accordance with that regulation may demonst fulfiling the essential cybersecurity requirements set out in that regulation. When h igh-risk Al systems fulfil the essennal
requlremem.s of 2 regulation of the Eurupean Parliament and of the Cuunml on honxomal cybersecunly requirements for pruduc\s with digital elemems they should be deemed compliant with the ¢ out i s the
in the EU parts thereof issued under that regulation. To that end, the risks, to a product with dlgl(al slsmsn(s classlﬁed as high-risk Al system

according to s e e o S e s fSamont anb o Countlon hosonta cybersecurity requirements for products i dlgllal elements, should consider risks to the cyber resilience of an Al system as regards attempts by
unauthorised third parties to alter its use, behaviour o performance, including Al specific vulnerabilities such as data poisoning or adversarial attacks, as well as, as relevant, risks to fundamental rights as required by this Regulation.

The cunformlty assessment procedure provided by this Regulation should apply in relation to the essential cybersecurity requirements of a product with digital elements covered by a regulation of the European Parliament and of the Council on horizontal cybersecurity
requirements for products with digital elements and classified as a high-risk Al system under this Regulation. However, this rule should not result in reducing the necessary level of assurance for critical products with digital elements covered by a regulation of the
European Parliament and of the gouncll oon horizontal cybersecurity requirements for products with t? igital elements. Therefore, by way of derogation from this rule, high-risk Al systems that fall within the scope of this F?sgulanon and are also qualified as important and
critical products with digital elements pursuant to a regulation of the European Parliament and of the Council on horizontal cybersecurity requirements for products with digital elements and to which the conformity assessment procedure based on internal comrol set
out in an annex to this Regulation applies, are subject to the conformity assessment provisions of a regulation of the European Parliament and of the Council on horizontal cybersecurity requirements for products with digital elements insofar as the essential
cybersecurity requirements of that regulation are concerned. In this case, for all the other aspects covered by this Regulation the provisions on based on internal control set out in an annex to this Regulation should apply. Bulldlng on
LI';,%:nawledge fand expertise of ENISA on the cybersecurity policy and tasks assigned to ENISA under the Regulation (EU) 2019/881 of the European Parliament and of the Council (37), the Commission should cooperate with ENISA on issues related to

rsecurity of Al systems.

Itis appropriate that a specific natural or legal person, defined as the provider, takes responsibility for the placing on the market or the putting into service of a high-risk Al system, regardiess of whether that natural or legal person is the person who designed or
developed the system.

As signatories to the United Nations Convention on the Rights of Persons with Disabilities, the Union and the Member States are legally obllged to protect persons with disabilities from discrimination and promote their equality, to ensure that persons with disabilities

have access, on an equal basis with others, to and and systems, and to ensure respect for privacy for persons with disabilities. Given the growing importance and use of Al systems, the application of universal design
principles to all new technologies and services should ensure full and equal access for everyone potentially affected by or using Al technologies, including persons with disabilities, in a way that takes full account of their inherent dignity and diversity. It is therefore
essential that providers ensure full with including Directive (EU) 2016/2102 of the European Parliament and of the Council (38) and Directive (EU) 2019/882. Providers should ensure compliance with these requirements by

design. Therefore, the necessary measures should be integrated as much as possible into the design of the high-risk Al system.
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81 The provider should establish a sound quality management system, ensure the of the required cedure, draw up the relevant documentation and establish a robust post-market monitoring system. Providers of high-risk Al
systems that are subject to obligations regarding quality management systems under relevant sscloral Union law should have the posslblllty to include the elements of the quality management system provided for in this Regulation as part of the existing quality
management system provided for in that other sectoral Union law. The between t and existing sectoral Union law should also be taken into account in fuiure standardisation activities or guidance adopted by the Commission. Public

authorities which put into service high-risk Al systems for their own use may adopt and implement me rules for the quality management system as part of the quality management system adopted at a national or regional level, as appropriate, taking into account the
specificities of the sector and the competences and organisation of the public authority concerned.

To enable enforcement of this Regulation and create a level playing field for operalovs and, taking into account the different forms of making available of digital products, it is important to ensure that, under all circumstances, a person established in the Union can

82 provide authorities with all the necessary information on the compliance of an Al system. Therefore, prior to making their Al systems available in the Union, providers established in third countries should, by written mandate, appoint an authorised representative
established in the Union. This authorised representative plays a pivotal role in ensuring the compliance of the high-risk Al systems placed on the market or put into service in the Union by those providers who are not established in the Union and in serving as their
contact person established in the Union.

83 In light of the nature and complexity of the value chain for Al systems and in line with the New Legislative Framework, it is essential to ensure legal certainty and facilitate the compliance with this Regulation. Therefore, it is necessary to clarify the role and the specific
obligations of relevant operators along that value chain, such as importers and distributors who may contribute to the develupmen( of Al systems. In certain situations those operators could act in more than one role at the same time and should therefore fulfil
all relevant with those roles. For example, an operator could act as a distributor and an importer at the same time.

4 Article 16(2) of Regulation To ensure legal certainty, it is necessary to clarify that, under certain specific conditions, any distributor, importer, deployer or other third-party should be considered to be a provider of a high-risk Al system and therefore assume all the relevant obligations. This would
8 (EV) 2017/745 be the case if that party puts its name or trademark on a high-risk Al system already plaoed on the market or put into service, without prejudice to contractual arrangements stipulating that the obllganons are allocated otherwise. This would also be the case if that
parly makes a substantial modification to a high-risk Al system that has already been placed on the market o has already been put into service in a way that it remains a high-risk Al system in accordance with this Regulation, or if it modifies the intended purpose of
n Al system, including a general-purpose Al system, which has not been classlfled as hlgh nsk and has already been placed on the market or put into service, in a way that the Al system becomes a hlgh -risk Al system in accordance with this Regulation. Those
provlslons should apply without prejudice to more specific provisions rtain Uni legislation based on the New Legislative Framswovk together with which this Regulation should apply. For example, Article 16(2) of Regulation
(f h) U) 2017/745, establishing that certain changes should not be considered to be modlllca(lons nl a device that could affect its compliance with the applicable requirements, should continue to apply to high-risk Al systems that are medical devices within the meaning
of that Regulation.

5 General-purpose Al systems may be used as high-risk Al systems by themselves or be components of other high-risk Al systems. Therefore, due to their particular nature and in order to ensure a fair sharing of responsibilities along the Al value chain, the providers of
8 such systems should, imespective of whether they may be used as high-risk Al systems as such by other providers or as components of high-risk Al systems and unless provided otherwise under this Regulation, closely cooperate with the providers of the relevant
high-risk Al systems. fo enable their compliance with the relevant under this Regt and with the under this.
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e?ulation, and when that provider has not expressly
al access and other assistance that are required for

Where, under the conditions laid down in this Regulation, the provider that initially placed the Al system on the market or put it into service should no longer be considered to be the provider for the purposes of this R
excluded the change of the Al system into a high-risk Al system, the former provider should nonetheless closely cooperate and make available the necessary information and provide the reasonably expected techni
the fulfilment of the obligations set out in this Regulation, in particular regarding the with the y of high-risk Al systems.

In addition, where a high-risk Al system that is a safety component of a product whlch (alls within the scope of Unlon narmonlsanon Ieglslatlon based on the New Legislative Framework is not placed on the market or put into service independently from the product the
product manufacturer defined in that legistation should comply with the he provider and should, in particular, ensure that the Al system embedded in the final product complies with the requirements of this Regulation.

by the provider into the Al system with various objectives, including the model training, model retralmng. model testing and
?h-nsk Al system into which their Al systems, tools, services, components or processes are
lly acknowledged state of the art, in order to enable the provlder to fully comply with the

Along the Al value chain mutple partes often supply Al systems, tools and services but also or that are i
are, or other aspects of model development. Those parties have an important role to play in the value chain towards the provider of the hi

evaluation, integration into so
integrated, and should provide by written agresmen( this provider with the necessary information, capabilities, technical access and other assistance based on the general
property rights or trade secrets.

obligations set out in this

Third parties making accessible to the public tools, services, or Al other than 1ge I-purpose Al models, should not be mandaled \o cumply with requi targeting the. ibilities along the Al value chain, in particular towards the
provider that has used or integrated them, when those tools, services, processes, or made under a free and tools, services, processes, or Al components other than general-
rpose Al models should be encouraged to implement widely adopted documen(anon practices, s or [earTar i sheevs as away to s |n|orma\|0n shanng along ‘the Al value chain, allowing the promotion of trustworthy Al systems in the

Union.

The Commission could develop and recommend voluntary model contractual terms between providers of high-risk Al systems and third parties that supply tools, services, components or processes that are used or integrated in high-risk Al systems, to facilitate the
voluntary model terms, the C should also take into account possible contractual requirements applicable in specific sectors or business cases.

cooperation along the value chain. When
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1 Given the nature of Al systems and the risks to safety and fundamental rights possibly associated with their use, including as regards the need to ensure proper monitoring of the performance of an Al system in a real-life setting, it is appropriate to set specific

9 responsibilities for deployers. Deployers should in pamcular (ake appropnate lechnlcal and organisational measures to ensure they use high-risk Al systems in accordance with the instructions of use and certain other obligations should be provided for with regard to
monitoring of the functioning of the Al systems and with reg: deployers should ensure that the Eersﬂns assigned to implement the instructions for use and human oversight as set out in this Regulation have the
necessary competence, in particular an adequate level o Al meracy, training e aulhomy to properly fulfil those ske Those. obligations should be without prejudice to other deployer obligations in relation to high-risk Al systems under Union or national law.

This Regulation is without prejudice to obllganons for employers to inform or to inform and consult workers or their representatives under Union or national law and practice, including Directive 2002/14/EC of the European Parliament and of the Council (39), on

92 decisions to put into service or use Al systems. It remains necessary to ensure information of workers and their representatives on the planned deployment of high-risk Al systems at the workplace where the conditions for those information or information an
consultation obligations in other legal Ins(rumems are not fulfilled. Moreover, such information right is ancillary and necessary to the objective of protecting fundamental rights that underlies this Regulation. Therefore, an information requirement to that effect should be
laid down in (hlngsgulanon without affecting any existing rights of workers.

Article 13 of Directive (EU) Whilst risks related to Al systems can result from the way such s¥]s«ems are designed, risks can as well stem from how such Al systems are used. Deployers of high-risk Al system therefore play a critical role in ensuring that fundamental rights are protected,

93 2016/680 complementing the obligations of the provider when developing the Al system. Deployers are best placed to understand how the high-risk Al system will be used concretely and can therefore identify potential significant risks that were not foreseen in the development
phase, due to a more precise knowledge of the context of use, the persons or groups of persons likely to be affected, including vulnerable groups. Deployers of high-risk Al systems listed in an annex to this Regulation also play a critical role in informing natural
persons and should, when they make decisions or assist in making decisions related to natural persons, where applicable, inform the natural persons that they are subject to the use of the hlgh risk Al system. This information should include the intended purpose and
the type of decisions it makes. The deployer shuéj/lgs also inform the natural persons about their right to an explanation provided under this Regulation. With regard to high-risk Al systems used for law enforcement purposes, that obligation should be implemented in

accordance with Article 13 of Directive (EU) 201

Any processing of biometric data involved in the use of Al systems for biometric identification for the purpose of law enforcement needs to comply with Article 10 of Directive (EU) 2016/680, that allows such processing only where strictly necessary, subject to

01616 appropriate safeguards for the rights and freedoms of the data subject, and where authorised by Union or Member State law. Such use, when authorised, also needs to respect the principles laid down in Article 4 (1) of Directive (EU) 2016/680 mcludlng lawfulness,
Article 4 (1) of Directive (EU) faimess and transparency, purpose limitation, accuracy and storage limitation.
2016/680

94 Article 10 of Directive (EU)

Without prejudice to applicable Union law, in particular Regulation (EU) 2016/679 and Directive (EU) 2016/680, considering the intrusive nature of post-remote biometric identification systems, the use of post-remote biometric |dentmcatlon systems should be subject

95 to safeguards. Post-remote biometric |den\|||ca(|on systems should always be used in a way that is propomana\e legitimate and smcn necessary, and mus large(ed in terms of the individuals to be identified, the location, temporal scope and based on a closed data
set of legally acquired video footage. In any case, post-remote biometric identification systems should n e conditions for post-remote biometric Tontification shoutd in any case not
provide a basis to circumvent the condltlons of the prohibition and strict exceptions for real time remote blomemc identification.
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In order to efficiently ensure that fundamental rights are protected, deployers of high-risk Al systems that are bodies governed by public law, or private entities providing public services and deployers of certain high-risk Al systems listed in an annex to this Regulation,
such as banking or insurance entities, should carry out a fundamental rights impact assessment prior to putting it into use. Services important for individuals that are of public nature may also be provided by private snntles Prlvate entities providing such public
services are linked to tasks in the public interest such as in the areas of education, healthcare, social services, housing, administration of justice. The aim of the fundamental rights impact assessment s for the deployer tify the specific risks 10 the ngms of
individuals o groups of individuals likely to be affected, identify measures to be taken in the case of a materialisation of those risks. The impact assessment should be performed prior to deploying the high-risk Al system, and Should b updated when the deployer
considers that any of the relevant factors have changed The impact assessment should identify the deployer’s relevant processes in which the high-risk Al system will be used in line with its intended purpose, and should include a description of the period of time and
frequency in which the system is intended to be used as well as of specmc categories of natural persons and groups who are likely to be affected in the specific context of use. The assessment should also include the identification of specific risks of harm likely to
have an impact on the fundamental rights of those persons or grot le performing this assessment, the deployer should take into account information relevant to a proper assessment of the impact, including but not limited to the information given by the provider
of the high-risk Al system in the instructions for use. In light of the rlsks |den(|f|ed deployers should determine measures to be taken in the case of a materialisation of those risks, including for example governance arrangements in that specific context of use, such as
arrangements for human oversight according to the instructions of use or, complaint handling and redress procedures, as they could be instrumental in miigating risks to fundamental rights in concrete se-cases. After performing that impact assessment, the deployer
should notify the relevant market surveillance authority. Where appropriate, to collect relevant information necessary to perform the impact assessment, deployers of high-risk Al system, i particular when Al systems are used i the public sector, could involve

uding the of groups of persons likely to be affected by the Al system, independent experts, and civil society in such impact and designing measures to be taken in the case
materialisation of the risks. The European Artificial Intelligence Office (Al Office) should develop a template for a questionnaire in order to facilitate compiiance and reduce the administrative burden for deployers.

The notion of general-purpose Al models should be clearly defined and set apart from the notion of Al systems to enable legal certainty. The definition should be based on the key functional characteristics of a general puvposs Al model in particular the generality and
the capability to competently perform a wide range of distinct tasks. These models are chally trained on large amounts of data, through various methods, or ing. Al models may be placed
on the market in various ways, including through libraries, application programming interfaces (APIs), as direct download, or as physical copy. These T may o e e mudels Anhuugh "Al models are essential components of Al
systems, they do not constitute Al systems on their own. Al models require the addition of further components, such as for example a user interface, to become Al systems. Al models are typically integrated into and form part of Al systems. This Regulation provides
specific rules for general-purpose Al models and for general-purpose Al models that pose systemic risks, which should apply also when these models are integrated or form part of an Al system. It should be understood that the obligations for the providers of general-
purpose Al models should apply once the general-purpose Al models are placed on the market. When the provider of a general-purpose Al model integrates an own model into its own Al system that is made available on the market or put into service, tha

should be considered to be placed on the market and, therefore, the obligations in this Regulation for models should continue to apply in addition to those for Al systems. The obligations laid down for models should in any case not apply when an own mode\ is ussd
for purely internal processes that are not essential for providing a product or a service to third parties and the rights of natural persons are not affected. Considering their potential sl%nlﬂcamly negative effects, the general-purpose Al models with systemic risk should
always be subject to the relevant obligations under this Regulation. The definition should not cover Al models used before their placing on the market for the sole purpose of research, development and prototyping activities. This is without prejudice to the obligation to
comply with this Regulation when, (ol? lowing such activities, a model is placed on the market.

Whereas the generaly of a model could, infr aia, also be determined by a number of parameters, modes with a least blion of parameters and trained witha large amount o data using self-supervision at scale should be considered to display sgrificant

generality and to competently perform a wide range of distinctive tasks.

Large generative Al models are a typical example for a general-purpose Al model, given that they allow for flexible generation of content, such as in the form of text, audio, images or video, that can readily accommodate a wide range of distinctive tasks.

‘When a general-purpose Al model is integrated into or forms part of an Al system, this system should be considered to be general-purpose Al system when, due to this integration, this system has the capability to serve a variety of purposes. A general-purpose Al
system can be used directly, or it may be integrated into other Al systems.
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Providers of general-purpose Al models have a particular role and responsibility along the Al value chain, as the models they provide may form the basis for a range of downstream systems, often provided by downstream providers that necessitate a good
understanding of the models and their capabilities, both to enable the integration of such models into their products, and to fulfil their obligations under this or other Therefore, measures should be laid down, including the
drawing up and keeping up to date of documentation, and the provision of information on the general-purpose Al mode! for its usage by the downstream providers. Technical documentation should be prepared and kept up to date by the general-purpose Al model
provider for the purpose of making it available, upon request, to the Al Office and the national competent authorities. The minimal set of elements to be included in such documentation should be set out in specific annexes to this Regulation. The Commission should

be empowered to amend those annexes by means of delegated acts in light of evolving technological developments.

Software and data, including models, released under a free and open-source licence that allows them to be openly shared and where users can freely access, use, modify and redistribute them or modified versions thereof, can contribute to research and innovation in
the market and can provide significant growth opportunities for the Union economy. General-purpose Al models released under free and open-source licences should be considered to ensure high levels of transparency and openness if their parameters, including the
weights, the information on the model architecture, and the information on model usage are made publicly available. The licence should be considered to be free and open-source also when it allows users to run, copy, distribute, study, change and improve software
and data, including models under the condition that the original provider of the model is credited, ths identical or comparable terms of distribution are respected.

Free and open-source Al components covers the software and data, including models and general-purpose Al models, tools, services or processes of an Al system. Free and open-source Al components can be provided through different channels, including their
development on open repositories. For the purposes of this Regulation, Al components that are provided against a price or otherwise monetised, including through the provision of technical support or other services, including through a software platform, refated to the
Al component, or the use of personal data for reasons other than exclusively for improving the security, compatibility or interoperability of the soﬁwars with the exception of sshould not benefit from the exceptions provided to
free and open-source Al components. The fact of making Al components available through open repositories should not, in itself, constitute a monetisation.

The providers of general- purpose AI models that are released under a free and gpen-source licence, and whose parameters, including the weights, the i ion on the model and the i ion on model usage, are made publicly available should be
subject to exceptions as regards tt i Al models, unless they can be considered to present a systemic risk, in which case the cir that the model is N by an open-
source license should not be consldered tobea suﬂlclenl reason to exclude campllance with the obligations under this Regulation. In any case, given that the release ofgeneral -purpose Al models under Iree and open-source licence does not necessarlly reveal
substantial information on the data set used for the training or fine-tuning of the model and on how compliance of copyright law was thereby ensured, the exception provided for general-purpose Al models fror with the.

should not concern the obligation to produce a summary about the content used for model training and the obligation to put in place a policy to comply with Union copyright law, |n particular to identify and cornply with the reservation of rights pursuant to Article 4(3) of
Directive (EU) 2019/790 of the European Parliament and of the Council (40).

General-purpose Al models in particular large generative Al models, capable of generating text, images, and other content, present unique innovation opportunities but also challenges to artists, authors, and other creators and the way their creative content is
created, sed and The d training of such models require access to vast amounts of text, images, videos and other data. Text and data mining techniques may be used extensively in this context for the retrieval and analysis of
such content, which may be protected by copyright and e rights. Any use of copyright protected content requires the authorisation of the rightsholder concerned unless relevant copyright exceptions and limitations apply. Directive (EU) 2019/790 introduced
exceptions and limitations allowing reproductions and extractions of works or other subject matter, for the purpose of text and data mining, under certain conditions. Under these rules, rightsholders may choose to reserve their rights over their works or other subject
matter to frevem text and data mining, unless this is done for the purposes of scientific research. Where the rights to opt out has been expressly reserved in an appropriate manner, providers of general-purpose Al models need 1o obtain an authorisation from
rightsholders if they want to carry out text and data mining over such works.
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1 Article 4(3) of Directive (EU) Providers that place general-purpose Al models on the Union market should ensure iance with the relevant obli hat end, providers of general-purpose Al models should put in place a policy to comply with Union law on copyright
06 2019/790 and relatsd rights, in particular to |den(|fy and cornply with | h ights e by pursuan( to Artlcle 4(3) of Dlrectlvs (EU) 2019/790. Any provider placing a general-purpose Al model on the Union market should comply with this
obll training of those general-purpose Al models take place. This is necessary to ensure a level playing field among providers of general-purpose Al models where no provider

atior of the he
Shouil be abis 1o gain a competive advanlage e Do et by applylng lower oopyngm standards than those provided in the Union.

1 07 In order to increase transparency on the data that is used in the pre-training and training of general-purpose Al models, including text and data protected by copyright law, it is adequate that providers of such models draw up and make publicly avallable a sufficiently
detailed summary of the content used for training the general-purpose Al model. While taking into due account the need to protect trade secrets and confidential business information, this summary should be generally comprehenslve in its scope instead of technically
detailed to facilitate parties with legitimate interests, including copyright holders, to exercise and enforce their rights under Union law, for example by listing the main data collections or sets that went into training the model, such as large private or publlc databases or
data archives, and by providing a narrative explanation about other data sources used. It is appropriate for the gl Office to provide a template for the summary, which should be simple, effective, and allow the provider to provlde the required summary in narrative

form.
108 Wit regard tothe obligatons imposed on providers of general ool Al models to put in place a policy to comply with Union copyright law and make publily available a summary of the content used for the training, the Al Office should monitor whether the provider
has fulfiled those obligations without verifying or of the training data in terms of copyright compliance. This Regulation does not affect the enforcement of copyright rules as provided for under Union law.

1 09 Compliance with the obligations applicable to the providers of general-purpose Al models should be commensurate and proportionate to the type of model provider, excluding the need for compliance for persons who develop or use models for non-professional or
scientific research purposes, who should nevertheless be encouraged to voluntarily comply with these requirements. Without prejudice to Union copyright law, compliance with those obligations should take due account of the size of the provider and allow s\mplmsd

ways of compliance for SMES, including start-ups, that should not represent an excessive cost and not discourage the use of such models. In the case of a modfication or fine-tuning of a model, the obligations for providers of general-purpose Al models should be

limited to that modification o fine-tuning, for example by ing the already existing technical ion with i ion on the modifications, including new training data sources, as a means to comply with the value chain obligations provided in this

Regulation.

1 1 0 General-purpose Al models could pose systemic risks which include, but are not limited to, any actual or reasonably foreseeable negative effects in relation to major accidents, disruptions of critical sectors and serious consequences to public health and safety; any
actual or reasonably foreseeable negative effects on democratic processes, public and economic Security; the dissemination of illegal, false, or discriminatory content. Systemic risks should be understood to increase with model capabilities and model reach, can arise

along the entire lifecycle of the model, and are influenced by conditions of misuse, model reliability, model fairmess and model security, the level of autonomy of the model, its access to tools, novel or combined modalities, release and distribution strategies, the
potential to remove guardrails and other factors. In particular, international approaches have so far identified the need to pay attention to risks from potential intentional misuse or unintended issues of oomrol relanng to allgnmsn( with human intent; chemical,
biological, radiological, and nuclear risks, such as the ways in which barriers to entry can be lowered, including for weapons development, design acquisition, or use; offensive cyber such as the ways |n m iscovery, exploitation, or opérational
use can be enabled; the effects of interaction and tool use, including for example the capacity to control physical systems and interfere with critical infrastructure; risks from models of making copies o licating’ o training other models; the ways
in which models can give rise to harmful bias and with risks to or societies; the facilitation of disinformation or harming privacy with threats to democratic values and human rlghts rlsk (hat a particular event could lead to a chain
reaction with considerable negative effects that could affect up to an entire city, an entire domain activity or an entire communi




Committee
533 Al

Relation with aﬁﬁﬁﬂ Hosting and

A I ACT W h e reas Standard AlAct |[A "‘:IZ‘; Whereas Annexes Thg?.f.ﬁig o

other EU norms developing
1 1 .1 iate to establish a Al mo Al model with systemic risks. Since systemic risks result from parti high ilities, a g I-purpose Al model should be considered to present
sys(emlc risks if it has high-impact capabl\mes, svaluated on the basls of appropr\a(s techmcal (ooTs and me(hodologles, or significant impact on the internal market due to its reach. High-i ilities in g I-purpose Al models means capabilities that match

or exceed the capabilities recorded in the mas( advanced general-purpose Al models The full range of capabilities in a model could be better understood after its placing on the market or when deployers interact with the model. According to the state of the art at the
time of entry into force of this. sed for the training of the general-purpose Al model measured in floating point operations is one of me relevant approxlmauons for model capabnmes The cumulauve amount of
ccomputation used for training |ncfudes the computanon used across the activities and methods that are intended to enhance the capabilities of the model prior to uch a synthet refore, an initial
threshold of floating point operations should be set, which, if met by a general-purpose Al model, leads to a presumption that the model is a general-purpose Al model with syslemlc it Tms threshold should be adjusted over time to reflect lechnologlcal and
industrial changes, Such as algorithmic improvements or increased hardware eficiency, and shuuld be supplemented with benchmarks and indicators for model capability. To inform this, the Al Office should engage with the scientific community, industry, civil society
and other experts. Thresholds, as well as tools and for the of hi should be strong predictors of generality, its capabilities and associated systemic risk of general-purpose Al models, and could take into account the way
the model will be placed on the market or the number of users it may affect. To oomplemem this system, there should be a possibility for the Commission to take individual decisions designating a general-purpose Al model as a general-purpose Al model with
systemic risk if it is found that such model has capabilities or an impact equivalent to those captured by the set threshold. That decision should be taken on the basis of an overall assessment of the criteria for the designation of a general-purpose Al model with
systemic risk set out in an annex to this Regulation, such as quality or size of the training data set, number of business and end users, its input and output modalities, its level of autonomy and scalability, or the tools \t%las access to. Upon a reasoned request of

a provider whose model has been designated as a general-purpose Al model with systemic risk, the Commission should take the request into account and may decide to reassess whether the general-purpose Al model can still be considered to present systemic
risks.

1 1 2 Itis also necessary to clarify a procedure for the classification of a general-purpose Al model with systemic risks. A general-purpose Al model that meets the appllcable threshold for high-impact capabllmes should be presumed to be a general-purpose Al models with
systemic risk. The provider should notify the Al Office at the latest two weeks after the requirements are met or it becomes known that a general-purpose Al model will meet the that This is especially relevant in relation to the
threshold of fioating point operations because training of general-purpose Al models takes considerable planning which includes the upfront allocation of compute resuuroes and, therefore, provlders ul general purpose Al models are able to know if their model would
meet the threshold before the training is completed. In the context of that notification, the provider should be able to demonstrate that, because of its specific ag does not present systemic risks, and that it thus
should not be classified as a general-purpose Al model with systemic risks. That information is valuable for the Al Office to anticipate the placing on the market of general-purpose Al madels wllh sys\emlc risks and the providers can start to engage with the Al Office
early on. That information is especially important with regard to general-purpose Al models that are planned to be released as open-source, given that, after the open-source model release, necessary measures to ensure compliance with the obligations under this
Regulation may be more difficult to implement.

urpose Al model with systemic risk, which previously had either not been known or of which the relevant provider has failed to notify the

113 It e Commission becomes aware ofthe fact that a general-purpose Al modsl meets the requirements to clasily as a generalp
e ice is made aware by the scientific panel of general-purpose Al models that should possibly be classified as general-purpose Al models

Commission, the Commission should be empowered to designate it so. A syslem of qualified alerts should ensure that the Al Of
with systemic risk, in addition to the monitoring activities of the Al Office.

1 1 4 The providers of general-purpose Al models presenting systemic risks should be subject, in addition to the obligations provided for providers of general-purpose Al models, to obligations aimed at identifying and mitigating those risks and ensuring an adequate level of
cybersecurity protection, regardiess of whether it is provided as a standalone model or embedded in an Al system or a product. To achieve those objectives, this Regulation should require providers to perform the necessary model evaluations, in particular prior to its
first placing on the market, including conducting and documenting adversarial testing of models, also, as appropriate, mrough internal or independent external testing. In adition, providers of general purpose Al models with systemic risks should continuously assess
and mitigate systemic risks, including for example by putting in place risk-management policies, such as P kin iate measures along the entire model’s lifecycle and cooperating
with relevant actors along the Al value chain.

1 1 5 Providers of general-purpose Al models with systemic risks should assess and mitigate possible systemic risks. If, despite efforts to identify and prevent risks related to a general-purpose Al model that may present systemic risks, the development or use ol the model
causes a serious incident, the general-purpose Al model provider should without undue delay keep track of the incident and report any relevant information and possible corrective measures to the Commission and national competent authorities. Furtherm
providers should ensure an adequate level of cybersecurity protection for the model and its physical infrastructure, if appropriate, along the entire model lifecycle. Cybersecurity protection related to systemic risks associated with malicious use or attacks e duly
consider accidental model leakage, unauthorised releases, circumvention of safety measures, and defence against cyberattacks, unauthorised access or model theft. That protection could be facilitated by securing model weights, algorithms, servers, and data sets,
such as through operational security measures for information security, specific cybersecurity policies, adequate technical and established solutions, and cyber and physical access controls, 1o the relevant and the risks involved.
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The Al Office should encourage and facilitate the drawing up, review and adaptation of codes of practice, taking into account Al providers of g Al models could be invited to participate. To ensure that the codes of practice

reflect the state of the art and duly take into account a diverse set of perspectives, the Al Office should collaborate with relevant national competent authormes and could where approprla(e consult with civil society organisations and other relevant stakeholders and
experts, including the Scientific Panel, for the drawing up of such codes. Codes of practice should cover obligations for providers of g I | models and ‘Al models presenting systemic risks. In addition, as regards systemic risks, codes
of practice should help to establish a risk taxonomy of the type and nature of the systemic risks at Union level, including their soumes Codes urpraclloe should also be fucused on speclf\n risk assessment and mitigation measures.

The codes of practice should represent a central tool for the proper compliance with the obligations provided for under this Regulation for providers of ge I-purp Al models. Providers should be able to rely on codes 01 practlce (o demonstrate compliance with
the obligations. By means of implementing acts, the Commission may decide to approve a code of practice and give it a general validi iy within the Union, or, alternatively, to provide common rules for th if, by the time this
Regulation becomes applicable, a code of practice cannot be hnallsed or s not deemed adequate by the Al Office. Once a harmonise s(andard is published and assessed as suitable to cover the et obligations by me it Oﬂlce cumpllanoe ‘with a European
harmonised standard should grant providers the Providers of g purpose Al models should le to using adequate means, if codes of practice or harmonised standards are not
available, or they choose not to rely on those.

This Regulation regulates Al systems and Al models by imposing certain requirements and obligations for relevant market actors that are placing them on the market, putting into service or use in the Union, thereby complementing obligations for providers of
intermediary services that embed such systems or models into their servmes re ula(ed by Regulation (EU) 2022/2065. To the extent that such systems or models are embedded into designated very large online platforms or very large online search engines, they are
subject to the risk-management provided for in Regt of this Reg should be presumed to be fulfilled, unless significant systemic risks not covered gy Regulation (EU) 022/2065
emerge and are identified in such models. Within this framework, pmvlders of very Iarge online planorms and very large online search engines are obliged to assess potential systemic risks stemming from the design, functioning and use of their services, including
how the design of algorithmic systems used in the service may contribute to such risks, as well as systemic risks stemming from potential misuses. Those providers are also obliged to take appropriate mitigating measures in observance of fundamental rights.

Considering the quick pace of innovation and the technological evolution of digital services in scope of different instruments of Union law in particular having in mind the usage and the perception of their recipients, the Al systems subject to this Regulation may be
provided as intermediary services or parts thereof within the meaning of Regulation (EU) 2022/2065, which should be interpreted in a technology-neutral manner. For example, Al systems may be used to provide online search engines, in particular, to the extent that
an Al system such as an online chatbot performs searches of, in principle, all websites, then incorporates the results into its existing knowledge and uses the updated knowledge to generate a single output that combines different sources of information.

Furthermore, obllgauons placed on providers and dep\oyers of certain Al systems in this Regulation to enable the detection and disclosure that the outputs of those systems are artificially generated or manipulated are particularly relevant to facilitate the effective
pplies in particular as regards the obligations of providers of very large online platiorms or very large online search engines to identify and mln?‘a(e systemic risks that may arise from the dissemination of content
that has been ar\lllclally generated or manlpu\ated in particular risk of the actual or foreseeable negative effects on democratic processes, civic discourse and electoral processes, including throug|
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Standardisation should play a ey role to provide technical solutons to providers to ensure compliance with this Regulaton, i ne with the state of the at to promote innovation a5 wel as competiveness and growth i the single market, Gompliance with harmonised
ith

standards as dshnsd in Article 2, polm (1)(c), of Regulation (EU) No 1025/2012 of the European Parliament and of the Council (41), which are normally expected to reflect the state of the art, should be a means for providers to demonstrate conformity wi
interests involving all relevant stakeholders in the development of standards, in particular SMEs, consumer organisations and environmental and social stakeholders in accordance with Articles 5 and 6 of
the C should consult the

Articles 5 and 6 of Reg
(EU) No 1025/2012

1 22 Article 54(3) of Regulation (EU)
2019/881

123

124

125

lanced
Regulation (EU) No 1025/2012 should therefore be encouraged. In order to facilitate compliance, the standardisation requests should be issued by the Commission without undue delay. When preparing the request,
advisory forum and the Board in order to collect relevant expertise. However, in the absence of relevant references to harmonised standards, the Commission should be able to establish, via in acts, and after tion of the advisory forum, common
rtain under this Reg . The common fall back solullon to facilitate me provlders obligation to comply with the of this Reg , when the request has not been
i 's concemns, or wh

on the harmonised standards do not comply wllh the request, or when there are delays in the
by the befc of

common

accepted by any of the European standardisation organisations, or when the relevant stan
adoption of an appropna(e harmonised standard. Where such adelay in (he adoption of a harmomsed s1andard is due (o ths technlcal wmplexlty of that standard, this should be
the to cooperate with ‘bodies.

I( |s appropriate that, without pre]udlce to the use of harmonised standards and common specifications, providers of a high-risk Al system that has been trained and tested on data reflectlng (he specific geographical, behavioural, contextual or functional setting within

the Al system is intended to be used, should be presumed to comply with the relevant measure provided for under the on data set ut prejudice to the requirements related to robustness and accuracy set out
i thls Regulation, in accordance Nith Artile 54(3) of Regu\atlon (EU) 2019/881, high-risk Al systems that have been certified or for which a sta(emem of con(ormny nas been ssued un er ybersecumy scheme pursuant to that Regulation and the references of
which have been published in the Official Journal of the European Unionshould be presumed to comply with the of this. in so far as the cybersecurity certificate or statement of conformity or parts thereof cover the cybersecurity
requirement of this Regulation. This remains without prejudice to the voluntary NEAESEE cybersecurity scheme.

In order to ensure a high level of trustworthiness of high-risk Al systems, those systems should be subject to a conformity assessment prior to their placing on the market or putting into service.

Itis appropriate that, in order to minimise the burden on operators and avoid any possible duplication, for high-risk Al systems related to products which are covered by exlsung Union harmonisation legislation based on the New Legislative Framework, the compliance
of those Al systems with the requirements of this Regulation should be assessed as part of the conformity assessment already provided for in that law. The of th of this Reg! should thus not affect the specific logic, methodology or
general structure of conformity assessment under the relevant Union harmonisation legislation.

Given the complexity of high-risk Al systems and the risks that are associated with them, it is important to develop an adequate conformity assessment procedure for high-risk Al systems involving notified bodies, so-called third party conformity assessment. However,
given the current experience of professional pre-market certifiers in the field of product safety and the different nature of risks involved, it is appropriate to limit, at least in an initial phase of application of this Regulation, the scope of application of third-party conformity
assessment for high-risk Al systems other than those related to products. Therefore, the conformity assessment of such systems should be carried out as a general rule by the provider under its own responsibility, with the only exception of Al systems intended to be

used for biometrics.
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s, provided that they comply with a set of
and the other Member States by means of the elemronlc nonflcatlon tool developed and

1 2 Article R23 of Annex | to In order to carry out third-party conformity assessments when so required, notified bodies should be notified under this Regulatlun by the national oompelem sulhon
6 Decision No 768/2008/EC absence of conflicts of interests and suitable cybersecurity requirements. Notification of those bodies should be sent by national to the
managed by the Commission pursuant to Article R23 of Annex I to Decision No 768/2008/EC.

In line with Union commitments under the World Trade Orgamzatlon Agreement on Technical Barriers to Trade, it is adequate to facilitate the mutual recognition of conformity assessment results produced by bodies
thos: under the law of a third country meet the applicable requirements of this Regulation and the Union has concluded an agreement to that extent. S ihis con(ext

127 the territory in which they are established, provided that ies
ihe Gomrmasion shauld Aciively explors passibie inismational nsiramants for tha parpose and in particular puru the of mutual with third countries.

i roduct regulated by Union harmonisation legislation. s appropriae that whenover a change ocours which may affect the compliane of a high-risk Al system with tis Reguiation (.
i ment. However, changes occurring to the

In line with the i notion of
1 28 g. change of operating system or software archllecture) or when the |men led purpose of the system changes, that Al system should be considered to be a new Al system which should undergo a new conformity assess
algorithm and the performance of Al systems which continue to ‘learn’ after being placed on the market or put into service, namely automatically adapting how functions are carried out, should not constitute a substantial modification, provided that those changes have

been pre-determined by the provider and assessed at the moment of the conformity assessment.

High-risk Al systems should bear the CE marking to indicate their conformity with this Regulation so that they can move freely within the internal market. For high-risk Al systems embedded in a product, a physical CE marking should be affixed, and may be
complemented by a digital CE marking. For high-risk Al systems only provided dlgl(ally, a digital CE marking should be used. Member States should not create unjustified obstacles to the placing on the market or the putting into service of high-i -risk Al systems that

comply with the Taid down in this Reg; and bear the CE marking.

1 30 Under certain conditions, rapid availability of innovative technologies may be crucial for health and safety of persons, the protection of the environment and climate change and for society as a whole. It is thus appropriate that under exceptional reasons of public
security or protection of life and health of natural persons, environmental protection and the ?‘rolecllon of key industrial and i s, market could authorise the placing on the market or the putting into service of Al systems which
have not undergone a conformity assessment. In duly justified situations, as provided for in i , law. ities or civil protection may put a specmc high-risk Al system into service without the authorisation of the market surveillance
authority, provided that such authorisation is requested during or after the use without undue delay.
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1 3 1 In order to facilitate the work of the Commission and the Member States in the Al field as well as to increase the transparency towards the public, providers of high-risk Al systems other than those related to products falling within the scope of relevant existing Union
harmonisation legislation, as well as providers who consider that an Al system listed in the high-risk use cases in an annex to this Regulation is not high-risk on the basis of a derogation, should be required o register themselves and information about their Al system

in an EU database, to be established and managed by the Commission. Before using an Al system listed i the high-risk use cases in an annex to this Regulation, deployers of high-risk Al systems that are public authorities, agencies or bodies, should register
themselves in such database and select the system that they envisage to use. Other deployers should be entitied to do so voluntarily. This section of the EU database should be publicly accessible, free of charge, the information should be easily navigable,
understandable and machine-readable. The EU database should also be user-friendly, for example by providing search functionalities, including through keywords, allowing the general pubiic to find relevant information to be submitted upon the registration of hlgh-
risk Al systems and on the use case of high-risk Al systems, set out in an annex to this Regulation, to which the high-risk Al systems correspond. Any substantial modification of high-risk Al syslems should also be registered in the EU database. For high-risk
systems in the area of law enforcement, migration, asylum and border control management, the registration obligations should be fulfilled in a secure non-public section of the EU database. Access to the secure non-public section should be strictly limited to Ihe
Commission as well as to market surveillance authorities with regard to their nanona‘]’ section of that database. High-risk Al systems in the area of critical infrastructure should only be registered a( natlonal level. The Commission should be the controller of the EU

database, in aocardance with Regulation (EU) 2018/1725. In order to ensure the Iu\l functionality of the EU database, when deployed, the procedure for setting the database should include the development of functional specifications by the Commission and an

ke into account cybersecurity risks when carrylng out its tasks as data controller on the EU database. In order to maximise the availability and use of the EU database by the public, the EU database, including the

audit The should tal er
information made avallable through it, should comply with requirements under the Dlrscnve (EV) 2019/

1 32 Certain Al systems intended to interact with natural persons or to generate content may pose specific risks of impersonation or deception irrespective of whether they qualify as high-risk or not. In certain circumstances, the use of these systems should therefore be
subject to specific transparency obligations without prejudice to the requirements and obligations for high-risk Al systems and subject to targeted excecrllons to take into account the special need of law enforcement. In particular, natural persons should be notified that
they are interacting with an Al system, unless this is obvious from the point of view of a natural person who is reasonably well-informed, observant and circumspect taking into account the circumstances and the context of use. When implementing that ubhganon the
characteristics of natural persons belonging to vulnerable groups due to their age or disability should be taken into account to (he extent the Al system is intended to interact with those groups as well. Moreover, natural persons should be notified when they
exposed to Al systems that, by processing their biometric data, can identify or infer the emotions or intentions of those persons or assign them to specific categories. Such specific categories can relate to aspects such as sex, age, hair colour, eye colour, (anoos.
personal traits, ethnic origin, personal preferences and interests. Such information and notifications should be provided in e ot persons with disabilities.

133 A varity of Al systems can generats arge quantiles of synthetc content that becomes inreasingly hard for humans to istinguishfrom huma-generated and authentc content, The wide availabiity and increzsing capabilies of those systems have a sgnifioant
impact on the integrity and trust in the information ecosystem, raising new risks of misinformation and manipulation at scale, fraud, impersonation and consumer deception. In light of those impacts, the fast technological pace and the need for new methods and

techniques to trace origin of information, it is appropriate to require providers of those systems to embed technical solutions that enable marking in @ machine readable format and detection thatthe output has been generated or manipulated by an Al system and not
a human. Such techniques and methods should be sufficiently reliable, interoperable, effective and robust as far as this is lechnlcally foasble, taking ino aceount avalable of such such a metadata identifications,
cryptographic methods for proving provenance and authenticity of content, logging methods, fingerprints or other his cbligation, providers should 50 take nta acgount the Specilciies and the limiations of e
ifferont types of content and the felevant technological and mArket developrants in e fied, as roflectod n the generally acknowiedged sats of the et techniques and methods can be implemented at the level of the Al system or at the level of the Al model,
including general-purpose Al models generating content, thereby facilitating fulfilment of this obligation by the downstream provider of the Al system. To remain proportionate, it is appropriate to envisage that this marking obligation should not cover Al systems
performing primarily an assistive function for standard editing or Al systems not substantially altering the input data provided by the deployer or the semantics thereof.

1 3 4 Further to the technical solutions employed by the providers of the Al system, deployers who use an Al system to generate or manipulate image, audio or video content that appreciably resembles existing persons, objects, places, entities or events and would falsely
appear to a person to be authentic or truthful (deep fakes), should also clearly and distinguishably disclose that the content has been artificially created or manipulated by labelling the Al output accordingly and disclosing its artificial origin. Compliance with this
transparency obligation should not be interpreted as indicating that the use of the Al system or its output impedes the n ht to freedom of expression and the right to freedom of the arts and sciences guaranteed in the Charter, in particular where the content is part of
an evidently creative, satirical, artistic, fictional or work or subj e rights and freedoms of third parties. In those cases, the transparency obligation for deep fakes set out in this Regulation is limited to disclosure
of the existence of such geneva(sd or manipulated content in an appropriate manner that does not hamper the display or enjoyment of the work, including its normal explollauon and use, while maintaining the utility and quality of the work. In addition, it is also
appropriate to envisage a similar disclosure obligation in relation to Al-generated or manipulated text to the extent it is published with the purpose of informing the public on matters of public interest unless the Al-generated content has undergone a process of human
review or editorial control and a natural or legal person holds editorial responsibility for the publication of the content.

and facilitate the drawing up of codes of practice at Union level to facilitate the effective implementation of the obligations regarding

1 3 5 Without prejudice to the mandatory nature and full icability of the i the C i may also
the detection and labelling of artificially generated or manipulated content, including to support practical arrangements for making, as the detection and facilitating cooperation with other actors along the value chain, disseminating
nt.

content or checking its authenticity and provenance to enable the public to effectively distinguish Al-generated conter
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The obligations placed on pruvlders and deployers o! certain Al systems in this Regulation to enable the detection and disclosure that the outputs of those systems are artificially generated or manipulated are particularly relevant to facilitate the effective

of (EV) This applies in particular as regards the obllgauons of providers of very large online platforms or very large online search engines to identify and mitigate systemic risks that may arise from the dissemination of content
that has been artficially generated or manipulated, in pamcu\ar the risk of the actual or foreseeable negative effects on democratic processes, civic discourse and electoral processes, including through disinformation. The requirement to label content generated by Al
systems under this Regulation is without prejudice to the obligation in Article 16(6) of Regulation (EU) 2022/2065 lur providers of hosting services to process notices on illegal content received pursuant to Article 16(1) of that Regulation and should not influence the
assessment and the decision on the illegality of the specific content. That assessment should be performed solely with reference to the rules governing the legality of the content.

with the for the Al systems covered by this Regulation should not be |n(erpreted as indicating that the use of the Al system or its output is lawful under this Regulation or other Union and Member State law and should be without
pre]udlce T other transparency abnganons for dep\ayers of Al systems laid down in Union or national law.

Als a rapidly developing family of technologies that requires regulatory oversight and a safe and controlled space for while ensurin innovation and i and risk mitigation measures. To ensure a legal
framework that promotes innovation, is future-proof and resilient to disruption, Member States should ensure that their national competent authorities establish at least one Al regulatory Sndbon £t vatonel vl s JooMiate e development and testing of innovative Al
systems under strict regulatory oversight before these systems are placed on the market or otherwise put into service. Member States could also fulfi this opligation through participating i already existing regulatory sandboxes o establishing joinly a sandoox with
one or more Member States’ insofar as this rovides equivalent level of national coverage for the participating Member States. Al regulatory sandboxes could be established in physical, digital or hybrid form and may accommodate
physical as well as digital products. Establishing authorities should also ensure that the Al regulatory sandboxes have the adequate resources for their Iunctlonlng, including financial and human resources.

The objectives of the Al regulatory sandboxes should be to foster Al innovation by a controlled and testing in the and pr keting phase with a view to ensuring compliance of the innovative Al systems with
this Regulation and other relevant Union and national law. Moreover, the Al regulatory sandboxes should aim to enhance legal certainty for i lies’ oversight and of the merging risks and the |mpac(s of
| use, to facilitate regulatory learning for authorities and undertakings, including with a view to future adaptions of the legal framework, to support Dooﬁerallon and the sharing of best practices with the authorities involved in the Al regulatory sandbox,
accelerate access to markets, including by removing barriers for SMES, including start-ups. Al regulatory sandboxes should be widely i ahig throughout the Union, and particular attention should be given to their accessibility for SMES, including e up The
participation in the Al regu\a(ory sandbox should focus on issues that raise legal uncertainty for providers and prospective providers to innovate, experiment with Al in the Union and contribute to evidence-based regulatory learning. The supervision of the Al systems
in the Al regulatory sandbox should therefore cover their development, training, testing and validation before the systems are placed on the market or put into service, as well as the notion and occurrence of substantial modification that may require a new conformity
sessment procedure. Any significant risks identified during the development and testlng_o' such Al syslems should result in adequate ml(lgahun and, failing Ihal in the suspension of the development and testing process. Where appropriate, national competent
authorities establlshlng Al regulatory sandboxes should cooperate with other relevant including g ts, and could allow for the involvement of other actors within the Al ecosystem such as national or
European standardisation organisations, notified bodies, testing and experimentation facilities, research and experimentation labs, Eumpean Dlgl(al Innovation Hubs and relevant rand civil society To ensure uniform implementation across
the Union and economies of scale, it is appropriate to establish common rules for the Al regulatory anda ween the relevant i |nvu|ved in the supervision of the Al regulatory
established under this Regulation should be without prejudice to other law allowing for the |m|ng to ensure with Iaw other than this . Where i relevant ities in charge of those other
regulatory sandboxes should consider the benefits of using those sandboxes also for the purpose of ensuring compuanoe of Al 'systems with this Hegulalmn Upon agreement between the Eonale ities and the in the Al regulatory
sandbox, testing in real world conditions may also be operated and supervised in the framework of the Al regulatory sandbox.

This Regulation should provide the legal basis for the providers and prospective providers in the Al regulatory sandbox to use personal data collected for other purposes for developing certain Al systems in the public interest within the Al regulatory sandbox, only
under specified conditions, in accordance with Article 6(4) and Article 9(2), point (g), of Regulation (EU) 2016/679, and Articles 5, 6 and 10 of Regulation (EU) 2018/1725, and without prejudice to Article 4(2) and Article 10 of Directive (EU) 2016/680. All other
obligations of data controllers and rights of data subjects under Regulations (EU) 2016/679 and (EU) 2018/1725 and Directive (EU) 2016/680 remain applicable. In particlar, this Regulation should not provide a legal basis in the meaning of Article 22(2), point (b) of
Regulation (EU) 2016/679 and Article 24(2), point (b) of Regulation (EU) 2018/1725. Providers and prospective providers in the Al regulatory sandbox should ensure appropriate safeguards and cooperate with the oompe(em au(hontles, including by following their
guidance and acting expeditiously and in good faith to adequately mitigate any identified significant risks to safety, health, and fundamental rights that may arise during the testing and n that sandbox.
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1 41 In order to accelerate the process of development and the placing on the market of the high-risk Al systems listed in an annex to this Regulation, it is important that providers or prospective providers of such systems may also benefit from a specific reglme lur testing
those systems in real world condmons without participating in an Al regulatory sandbox. However, in such cases, taking into account the possible consequences of such testing on individuals, it should be ensured that appropriate and sufficient guarantee:

conditions a y thi for providers or viders. Such guarantees should include, inter alia, requesting informed consent of natural persons to participate in testing in real world conditions, with the exception of law S
where the seekmg of |n'ormed e prevent the Al system e belng tested. Consent of subjects to participate in such testing under this Regulation is distinct from, and without prejudice to, consent of data subjects for the processing of their personal data
under the relevant data protection law. It is also important to minimise the risks and enable oversight by competent authorities and therefore require prospective providers to have a real-world testing plan submitted to competent market surveillance authority, register
the testing in dedicated sections in the EU database subject to some limited exceptions, set limitations on the period for which the testing can be done and require additional safeguards for persons belonging to certain vulnerable groups, as well as a written
agreement defining the roles and responsibilities of prospective providers and deployers and effective oversight by competent personnel involved in the real world testing. Furthermore, it is appropriate to envisage additional safeguards to ensure that the predictions,
recommendations or decisions of the Al system can be effectively reversed and disregarded and that personal data is protected and is deleted when the subjects have withdrawn their consent to participate in the testing without prejudice to their rights as data subjects
under the Union data protec(lon law. As regards transfer of data, it is also appropriate to envisage that data collected and processed for the purpose of testing in real-world candl(lons should be transferred to third countries only where apﬁroprla{e and applicable
safeguards under Union law are implemented, in particular in accordance with bases for transfer of personal data under Union law on data protection, while for non-pe I data are put in place in accordance with Union law, such as

Regulations (EU) 2022/868 (42) and (EU) 2023/2854 (43) of the European Parliament and of the Council.

1 42 To ensure that Al leads to socially and environmentally beneficial outcomes, Member States are encouraged to support and promote research and development of Al solutions in support of socially and environmentally beneficial outcomes, such as Al-based solutions
to increase accessibility for persons with tackle or meet targets, by allocating sufficient resources, including public and Union funding, and, where apdproprla(e and provided that the eligibility and selection criteria
are fulfilled, considering in particular projects which pursue such objectives. Such projects should be based on the principle of y between Al experts on inequality an ‘consumer,

and digital rights, as well as academics.

1 43 In order to promote and protect innovation, it is important that the interests of SMES, including start-ups, that are providers or deployers of Al systems are taken into particular account. To that end, Member States should develop initiatives, which are targeted at those
operators, including on raising and Member States should provide SMEs, including start-ups, that have a registered office or a branch in the Union, with priority access to the Al regulatory sandboxes provided that they fulfil the
eligibility conditions and selection criteria and without precluding other providers and prospective providers to access the sandboxes provided the same condltlons and criteria are fulfilled. Member States should utilise existing channels and where appropriate,
establish new dedicated channels for communication with SMES, including start-ups, deployers, other and, as local public to support SMES throughout their development path by pmvldln%guldance and responding to queries about
the implementation of this Regulation. Where appropriate, these channels should work together to create synergies and ensure homogeneity in their guidance to SMEs including start-ups, and deployers. Additionally, Member States should facilitate the participation
of SMEs and other relevant in the processe: o%Icrecver the specific interests and needs of providers that are SMEs, mcludlng start-ups, should be taken into account when notified bodies set conformity assessment fees.
The Cammlsslon shauld regularly assess me certfication and compliance costs for SMES, including start-ups, through transparent consultations and should work with Member States to lower such costs. For example, translation costs related to mandato

with y constitute a significant cost for providers and other operators, in particular those of a smaller scale. Member States should possibly ensure that one of the languages determined and accepted by them for

relevant provlders documentatlon P commumcanon with operators is one which is broadly understood by the largest possible number of cross-border deployers. In order to address the specific needs of SMEs, including start-ups, the Commission should provide

standardised templates for the areas covered by this Regulation, upon request of the Board. Addmnnally the Commlssmn shou\d complement Member Sla\es efforts by providing a smgle information platform with easy-to-use information with regards to this

Regulation for all providers and deployers, by organising appropriate communication campaigns ions arising from t and by evaluating and promoting the convergence of best practices in public procurement

procedures in relation to Al systems. Medium-sized enterprises which until recently qualified as small enlerpnses wwthln (he meanmg of the Annex to Commlsslon Reoommendanon 2003/361/EC (44) should have access to those support measures, as those new

lack the legal resources and training necessary to ensure proper h, this

1 4 4 In order to promote and protect innovation, the Al-on-demand platform, all relevant Union funding programmes and projects, such as Digital Europe Programme, Horizon Europe, implemented by the Commission and the Member States at Union or national level
should, as appropriate, contribute to the achievement of the objectives of this Regulation.

145 In order to minimise the risks to implementation resulting from lack of knowledge and expertise in the market as well as to facilitate compliance of providers, in particular SMES, including start-ups, and notified bodies with their obligations under this Regulation, the Al-
on-demand platform, the European Digital Innovation Hubs and the testing and experimentation facilties established by the Commission and the Member States at Union or national level should contribute to the implementation of this Regulation. Within their
respective mission and fields of competence, the Al-on-demand platform, the European Digital Innovation Hubs and the testing and experimentation Facilities are Al et e R o o oy D e ) o
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1 46 Moreover, in light of the very small size of some operators and in order to ensure proportionality regardln costs of innovation, it is appropriate to allow microenterprises to fulfl one of the most costly obligations, namely to establish a quality management system, in
a slmplmed manner which would reduce the administrative burden and the costs for those enterprises without affecting the level of protection and the need for compliance with the requirements for high-risk Al systems. The Commission should develop guidelines to
specify the elements of the quality management system to be fulfilled in this simplified manner by microenterprises.

1 47 Itis appropriate that the Commission facilitates, to the extent possible, access to testing and experimentation facilities to bodies, groups or laboratories established or accredited pursuant to any relevant Union harmonisation legislation and which fulfil tasks in the
context of conformity assessment of products or devices covered by that Union harmonisation legislation. This is, in particular, the case as regards expert panels, expert laboratories and reference laboratories in the field of medical devices pursuant to Regulations
(EU) 2017/745 and (EU) 2017/746.

This Regulation should establish a governance framework lhal both allows to coordinate and support the application of this Regulation at national level, as well as build capabilities at Union level and integrate stakeholders in the field of Al. The effective

1 48 implementation and enforcement of this Regulation requi that allows to and build up central expertise at Union level. The Al Office was established by Commission Decision (45) and has as its mission to develop Union expertise
and capabilities in the field of Al and to contribute to the |mplementatlon of Union law on Al. Member States should (acl\ltale the tasks of the Al Office with a view to support the development of Union sxpemse and capabilities at Union level and to strengthen the
a Boar of the Member States, a scientific panel to integrate the scientific community and an advisory forum to contribut input to the i of this Reg , at

functoning of the digitalsingle market.
Union and national level, should be established. The developmenl o Union expertise and capabilities should also include making use of existing resources and expertise, in particular through synergies Wit aranwres butt up in the context of the Union level
e.

enforcement of other law and synergies with related initiatives at Union level, such as the EuroHPC Joint Undertaking and the Al testing and experimentation facilities under the Digital Europe Programm

1 49 Article 30 of Regulation (EU) In order to facilitate a smooth, effective and ion of this Regulation a Board should be established. The Board should reflect the various interests of the Al ystem and be of ives of the Member States. The Board
2019/1020. In accordance with should be vesponslble fora number of advisory tasks, |nc|ud|ng |ssumg oplnlons, recommendations, advice or contributing to guidance on matters related to the is , i atters, technical specifications or existing
d providing advice to the Commission and the Member States and their national competent authorities on specific questions related to Al. In order to give some flexibility to Member States in the

Article 33 of that Regulation, standards regarding t
designation of their representatives in the Board, C ropregeniaiivas mey be ary persons belonging to public entities who should have the relevant compelences and powers to facilitate coordination at national level and contribute to the achievement of the Board’s

tasks. The Board should establish two standing Sub- -groups to provide a platform for cooperation and exchange among market on issues related, respectively, to market surveillance and notified bodies. The slandlng
subgroup for market surveillance should act as the admlnls(raﬂve cooperation group (ADCO) for this Regulation within the meaning of Article 30 of Hegulanan (EU) 2019/1020. In accordance with Article 33 of that Regulation, the Commission should suppor

activities of the standing subgroup for market market or studies, in particular with a view to identifying aspects of this Regulation requiring specific and urgent coordination among market surveillance authorities. The Board may
establish other standing or temporary sub-groups as appvopnale for the purpose of examining specific issues. The Board should also cooperate, as appropriate, with relevant Union bodies, experts groups and networks active in the context of relevant Union law,
including in particular those active under relevant Union law on data, digital products and services.

, an advisory forum should be established to advise and provide technical expertise to the Board and the Commission. To ensure a varied and balanced

and est and, within the category of commercial interests, with regards to SMEs and other undertakings, the advisory forum should comprise inter alia industry, start-ups, SMES, academia, civil
society, including the social par\ners e et nghls Agency. ENISA, the European Committee for Standardization (CEN), the European Committee for Eloototechnival Standardization (CENELEC) and the European Telecommunications
Standards Institute (ETSI).

1 50 With a view to ensuring the ir of inthe i ion and ication of this Regt
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1 51 To support . in particular the monitoring activities of the Al Office as regards general-purpose Al models, a scientific panel of i experts should be
scientific panel should be sslscled on the basis of up (o—dale scientific or technical expertise in the field of Al and should perform their tasks with impartiality, objectlvlly and ensure the confidentiality of information and data obtalnsd in carrying out (helr tasks and
activities. To allow the reinforcement of national capacities necessary for the effective enforcement of this Regulation, Member States should be able to request support from the pool of experts constituting the scientific panel for their enforcement activities.

In order to support adequate enforcement as regards Al systems and reinforce the capacities of the Member States, Union Al testing support structures should be established and made available to the Member States.

152

1 3 Member States hold a key role in the applicati and of this Regulation. In that respect, each Member State should designate at least one notifying authority and at least one market surveillance authority as national competent authorities for the purpose
5 of sup g the and i i his Regulation. Member States may decide to appoint any kind of public entity to perform the tasks of the national competent authorities within the meaning of this Regulation, in accordance with their specific:
national organlsanonal characterlsncs and needs. In order to increase organisation efficiency on the side of Member States and to set a single point of contact vis-a-vis the public and other counterparts at Member State and Union levels, each Member State should

designate a market surveillance authority to act as a single point of contact.

1 4 The national competent authorities should exercise their powers independently, impartially and without bias, so as to safe?uard the principles of objectivity of their activities and tasks and to ensure the and i ion of this Regulation. The members.
5 of these authorities should refrain from any action incompatible with their duties and should be subject to oorwldennalny rules under this Regulation.

1 5 5 In order to ensure that providers of high-risk Al systems can take into account the experience on the use of high-risk Al systems for improving their systems and the design and development process or can take any possible corrective action in a timely manner, all
providers should have a post-market monitoring system in place. Where relevant, post-market moniloring should include an analysis of the interaction with other Al systems including other devices and software. Post-market monitoring should not cover sensitive
operational data of deployers which are law enforcement authorities. This system is also key to ensure that the possible risks emerging from Al systems which continue to ‘learn’ atfter being placed on the market or put into service can be more efficiently and timely
addressed. In this context, providers should also be required to have a system in place to report to the relevant authormss any serious incidents resulting from the use of their Al systems, meaning incident or malfunctioning leading to death or serious damage to
inder Union law intended to protect fundamental rights or serious damage to property or the environment.

health, serious and irreversible disruption of the management and operation of critical i
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1 56 In order to ensure an and ef i set ou Union legislation, the system of market
(EU) 2019/1020 should apply in |(s ennrety Marke( surve\llance authormes deslgnated pursuant to this ngulanon should have al\ en(orcemem powers laid down in this ngulanon and in ngulanon (EU) 2019/1020 and should exercise (helr powers and carry out their
duties independently, impartially and without bias. Although the majority of Al systems are not subject to speci ) take measures in relanon !o all Al sys\ems when they present
arisk in accordance with this Regulation. Due to the specific nature of Union institutions, agencies and Bodios falling within the 5 scupe of this Hegulallon it is appropriate to deslgna(e the European Dath Protemlon P
authority for them. This should be without prejudice to the of national by the Member States. Market surveillance activities should not affect the ability of the supervised entities to carry out o tasks |ndependently, ‘When such
independence is required by Union law.

157 This Regulation is without prejudice to the competences, tasks, powers and independence of relevant national public authorities or bodies which supervise the application of Union law protecting (undamen(al rights, including equality bodies and data protection
authorities. Where necessary for their mandate, those national public authorities or bodies should also have access to any documentation created under this Regulation. A specific safeguard procedure should be set for ensuring adequate and timely enforcement
against Al systems presenting a risk to health, safety and fundamental rights. The procedure for such Al systems presenting a risk should be applied to high-risk Al systems presenhn%a risk, prohibited systems which have been placed on the market, put into service
or used in violation of the prohibited practices laid down in this Regulation and Al systems which have been made available in violation of the transparency requirements laid down in this Regulatlon and present a risk.

1 Union financial services law includes intemal ind risk rules and requi hich are applicabl to egulated financial intiutions n the course of provision ofthoso services, including when they make use of Al systems, In order to ensure
58 coherent application and enforcement of the obligations under this Reguiation and relevant rules and requirements of the Union financial services le ompetent authorities for the supervision and enforcement of those legal acts, in particular competent
authorites as defined in Regulation (EU) No S75/2013 of the European Parliament and of the Council(45) and Directives 2008/48/EC (47), 200/t Sg/EC (43) KR (49), 2014/17/EU (50) and (EU) 2016/97 (51) of the European Parliament and of the Council,
should be designated, within their respective competences, as competent authorities for the purpose of supervising of this Reg Nt sjior et walect v s NasTeu sl e el tm et oo iaedr st et
financial institutions unless Member States decide to designate another authority to fulfil these market lasks. Those thorties should have allpowiers under this Regulation and Regulation (EV) 201971020 o enforce the requirements and
apligations o this Regulaton, ncluing powersto cay ol ex post market surveilance actvties hat can ba inegrated as e, into their existing supe under the relevant Union financial services law. It is appropriate to
i regulated under Draetve 50T, whioh arg participating in the Single Supervisory Mechanism

envisage that, when acting as m: , the national for
established by Council Regula(lun lEU) No 1024/2013 (52), shuuld repcr\ + without delay, to the European Central Bank any miurmauun |denm|ed m the course of their market surveillance activities that may be of potential interest for the European Central Bank's
prudential supervisory tasks as specified in that Regulation. To further enhance the consistency between this Regulation and the rules applicable to credit institutions regulated under Directive 2013/36/EU, it is also appropriate to integrate some of the providers’
procedural obligations in relation to risk management, post marketing monitoring and documentation into the existing obligations and procedures under Directive 2013/36/EU. In order to avoid overlaps, limited derogations should also be envisaged in relation to the
quality management system of providers and the monitoring obligation placed on deployers of high-risk Al systems to the extent that these apply to credit institutions regulated by Directive 2013/36/EU. The same regime should apply to insurance and re-insurance
undertakings and insurance holding companies under Directive 2009/138/EC and the insurance intermediaries under Directive (EU) 2016/97 and other types of financial it subject to regarding internal pre
established pursuant to the relevant Union financial services law to ensure consistency and equal treatment in the financial sector.

1 59 Each market surveillance authority for high-risk Al systems in the area of biometrics, as listed in an annex to this R dgulallon insofar as those systems are used for the purposes of law enforcement, migration, asylum and border control management, or the
administration of justice and democratic processes, should have effective investigative and corrective powers, including at least the power to obtain access to all personal data that are being processed and to all information necessary for the performance of its tasks.
The market surveillance authorities should be able to exercise their powers by acting with complete independence. Any limitations of their access to sensitive operational data under this Heﬁu\aﬂon should be without prejudice to the powers conferred to them by
Directive (EU) 2016/680. No exclusion on disclosing data to national data protection authorities under this Regulation should affect the current or future powers of those authorities beyond the scope of this Regulation.

1 60 Article 9 of Regulation (EU) The marke( ities and the C ission should be able (o propose joint activities, including joint i i to be by market il ities or market ities jointly with the Commission, that have the aim of
2019/1020 i viding guidance in relation to this Regulation with respec( to specmc categories of high-risk Al systems that are found to present a serious risk across two or more Member States. Joint

ting ntifying raising providing
Evines 1o promme compllance L houle b Sarmd ot Scserdance win Avie 8 o Regulation (EU) 2019/1020. The Al Office should provide coordination support for joint investigations.
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Itis necessary to clarify the responsibilities and competences at Union and national level as regards Al systems that are built on general-purpose Al models. To avoid overlapping competences, where an Al system is based on a general-purpose Al model and the
modsl and system o provided by the same providr, the supervision should take place at Union level thraugh the Al Offce, which shold have the powers of a market surveiiance athorty wihin the meaning of Regulation (EU) 2019/1020 for this purpose. n al

other cases, national market for the sup systems. However, for general-purpose Al systems that can be used directly by deployers for at least one purpose that is classified as high-risk, market surveillance
authorities should cooperate with the Al Office to carry e Senaie compliance and |n'orm the Board and other market ould be able to request assistance from the Al Office
where the market surveillance authority is unable to conclude an investigation on a high-risk Al system because of its inability to access certain i i reraled to the ge I purpose Al model on which (hs hlgh -risk Al system is built. In such cases, the procedure

D%
regarding mutual assistance in cross-border cases in Chapter VI of Regulation (EU) 2019/1020 should apply mutatis mutandis.

To make best use of the centralised Union expertise and synergies at Union level, the powers of supervi of the i on providers of general-purpose Al models should be a competence of the Commission. The Al Office should be able to
carry out all necessary actions to monitor the effective implementation of this Regulation as regards general pu se Al models. It should be able to investigate possible infringements of the rules on providers of general-purpose Al models both on its own initiative,
following the results of its monitoring activities, or upon request from market surveillance authorities in line with the conditions set out in this Regulation. To support effective monitoring of the Al Office, it should provide for the possibility that downstream providers
lodge complaints about possible infringements of the rules on providers of general-purpose Al models and systems.

With a view to ing the systems for general-purpose Al models, the scientific panel should support the monitoring activities of the Al Office and may, in certain cases, provide qualified alerts to the Al Office which lrlgger follow-ups, such as
investigations. This should be the case where the scientific panel has reason to suspect that a general-purpose Al model poses a concrete and identifiable risk at Union level. Furthermore, this should be the case where the scientific panel has reason to suspect that
a general-purpose Al model meets ths criteria that would lead to a classmcanon as general-purpose Al model with systemic risk. To equip the scientific panel with the it necessary for the of those tasks, there should be a mechanism whereby
the scientific panel can request the to require from a provider.

The Al Office should be able to take the necessary actions to monitor the effective tion of and I with the obligati for providers of ge ,, ,. Al models laid down in this Regulation. The Al Office should be able to investigate possible
infringements in accordance with the powers provided for in this Regulation, including by i tion and it ion, by S by measures from providers of general-purpose Al models. When conducting

Y y y
evaluations, in order to make use of independent expertise, the Al Office should be able to involve independent expens to carry out the evaluations on ts behalf. Compllance with the obligations should be enforceable, inter alia, through requests to take: appmpnme
measures, including risk mitigation measures in the case of identified sys(emlc risks as well as restricting the making available on the market, withdrawing o recalling the model. As a safeguard, where needed beyond the procedural rights provided for in this
al , providers of ge I-purpose Al models should have the procedural rights provided for in Article 18 of Regulation (EU) 2019/1020, which should apply mutatis mutandis, without prejudice to more specific procedural rights provided for by this Regulation.

The development of Al systems other than high-risk Al systems in with the i of this Regulation may lead to a larger uptake of ethical and trustworthy Al in the Union. Providers of Al systems that are not high-risk should be encouraged to
create codes of conduct, including related governance mechanisms, intended to foster the voluntary application of some or all of the mandatory requirements applicable to high-risk Al systems, adapted in light of the intended purpose of the systems and the lower risk
involved and taking into account the available technical solutions and industry best practices such as model and data cards. Providers and, as appropriate, deployers of all Al systems, high-risk or not, and Al models should also be encouraged to apply on a voluntary
basis additional requirements related, for example, to the elements of the Union’s Ethics Guidelines for Trustworthy Al, environmental suslalnabl\liy, Al literacy measures, |nclus|ve and diverse design and development of Al systems, including attention to vulnerable
persons and accessibility to persons with disability, with the i as of relevant such as business and civil society organisations, academia, research organisations, trade unions and consumer protection
organisations in the design and development of Al systems, and dlverslty of the development teams, including gender balance. To ensure that the volumary codes of conduct are effective, they should be based on clear objectives and key performance indicators to
measure the achievement of those objectives. They should also in an inclusive way, as appropriate, with the involvement of relevant stakeholders such as business and civil society organisations, academia, research organisations, trade unions and
consumer protection organisation. The Commission may deve\ap tives, including of a sectoral nature, to facilitate the lowering of technical barriers hindering cross-border exchange of data for Al development, including on data access infrastructure, semantic and
technical interoperability of different types of data.
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-risk in accordance with this Regulation and thus are not required to comply with the requirements set out for high-risk Al systems are nevertheless safe when placed on the market or put into service.

1 Itis important that Al systems related to products that are not m%
66 To contribute to this objective, Regulation (EU) 2023/988 of the European Parliament and of the Council (53) would apply as a safety net
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Union and national level, all parties involved in the should respect the of i and data obtained in carrying out their tasks, in
in such a manner as fo protect, in particular, intellectual pmpeny ngns confidential business information and trade secrets, o fioctive implementation of this Regulation, public

In order to ensure trustful and

1 67 accordance with Union or national law. They should carry out their tasks and acti
and national security interests, the integrity of criminal and administrative proceedings, and the integrity of classified information.

1 68 C i with this Regulation should be K means of the imposition of penalties and other enforcement measures. Member States should take all necessary measures to ensure that the provisions of this Regulation are implemented, including by

laying down effective, proportionate and dissuasive penaities for their mf"n\?vemem and to respect the ne bis in idem principle. In order to strengthen and harmonise administrative penatties for infringement of this Regulation, the upper limits for setting the
administrative fines for certain specific infringements should be laid down. When assessing the amount of the fines, Member States should, in each individual case, take into account all relevant circumstances of the specific situation, with due regard in particular to
the nature, gravity and duration of the infringement and of its consequences and to the size of the provider, in particular if the provider is an SME, including a start-up. The European Data Protection Supervisor should have the power to impose fines on Union

institutions, agencies and bodies falling within the scope of this Regulation.

AI models |mposed under this Regulahon should be enforceable, inter alia, by means of fines. To that end, appropriate levels of fines should also be laid down for infringement of those obli aholns
egulation

1 Article 261 TFEU. C iz with the obligations on providers of gt I-purp
69 including the failure to compl, é with measures requested by the with this subject to limitation periods in accordance with ‘the principle of proportionality. All decisions taken by the Commission under this
are subject to review by the Court of Justice of the European Unlon in acoordanoe with the TFEU, |nclud|ng the' unllmlted jurisdiction of the Court of Justice with regard to penalties pursuant to Article 261 TFEU.

1 7 Union and national law already provide effective remedies to natural and legal persons whose rights and freedoms are adversely affected by the use of Al systems. Without prejudice to those remedies, any natural or legal person that has grounds to consider that
0 there has been an infringement of this Regulation should be entitled to lodge a complaint to the relevant market surveillance authority.
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1 7.1 Affected persons should have the right to obtain an explanation where a deployer's decision is based mainly upon the output from certain high-risk Al systems that fall within the scope of this Regulation and where that decision produces legal effects or similarly
significantly affects those persons in a way that they consider to have an adverse impact on their health, safety or fundamental rights. That explanation should be clear and meaningful and should provide a basis on which the affected persons are able to exercise their
rights. The right to obtain an explanation should not apply to the use of Al systems for which exceptions or restrictions follow from Union or national law and should apply only to the extent this right is not already provided for under Union law.

should be protected under the Union law. Directive (EU) 2019/1937 of the European Parliament and of the Council (54) should therefore apply to the reporting of infringements of this Regulation

1 72 Persons acting a of this Reg!
and the protec(lon of persons repumng R mmngemems

1 73 Article 290 TFEU In order to ensure that the regulatory framework can be adapted where necessary, the power to adopt acts in accordance with Article 290 TFEU should be delegated to the Commission to amend the conditions under which an Al system is not to be considered to be
high-risk, the list of high-risk Al systems, the provisions regardln?‘\echmcsl ‘documentation, \he numem of the EU declaration of conformity the pruvlslons regarding the the provisions the high-risk Al systems to which
, the threshold bsnchmarks and indicators, including by supplemennng those benchmarks and indicators, in
Al m

the conformity assessment procedure based on Systs of the technical a
the rules for the classification of general-purpose Al models with systemic risk, the criteria for the deslgnaﬂon of general-purpose AI models with syslemlc Tisk, the techni del and the lransparency information
for providers of general-purpose Al models. It is of particular importance that the Commission carry out ork, including at exper\ level, and Ihal thost ‘the principles laid

down in the Interinstitutional Agreement of 13 April 2016 on Better Law-Making (55). In particular, to ensure equal participation in ths prepavanon of delega(ed acts, the European Parliament and (he Council receive all documents at the same tlme as Member States’

experts, and their experts systematically have access to meetings of Commission expert groups dealing with the preparation of delegated acts.

1 7 4 Given the rapid technological developments and the technical expertise required to effectively apply this Regulation, the Commission should evaluate and review this Regulation by 2 August 2029 and every four years thereafter and report to the European Parliament
and the Council. In addition, taking into account the implications for the scope of this Regulation, the Commission should carry out an assessment of the need to amend the list of high-risk Al systems and the list of prohibited practices once a year. Moreover, by
2 August 2028 and every lauryears lhereaﬂer me Commission should evaluate and report to the European F'arllamen( and to the Council on the need to amend the list of high-risk areas headings in the annex m this Regulation, the Al systems within the scope of the
obligations, the the and system and the progress on of n energy efficient development of general-purpose Al models, including the need for further measures or
actions. Finally, by 2 August 2028 and svery (hree years (heveaﬂsr, the Commission should evaluate the |mpact and effectiveness of voluntary codes of conduc( to foster the application of the requirements provlded for hlgh risk Al systems in the case of Al systems

other than high-risk Al systems and possibly other additional requirements for such Al systems.

In order to ensure uniform conditions for the ir ion of this Regulation, powers should be conferred on the Commission. Those powers should be exercised in accordance with Regulation (EU) No 182/2011 of the European Parliament and of the

175 Council (56).
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Since the objective of this Regulation, namely to improve the functioning of the internal market and to promote the uptake of human centric and trustworthy Al, while ensuring a high level of protection of health, safety, fundamental rights enshrined in the Charter,

Article 5 TEU. In accordance

1 76 with the principle of including democracy, the rule of law and environmental protection against harmful effects of Al systems in the Union and supporting innovation, cannot be sumclsnlly achieved by the Member States and can ra(her, by reason of the scale or effects of the action, be
proportionality as set outinthat  better achieved at Union level, the Union may adopt measures in accordance with the principle of subsidiarity as set out in Article 5 TEU. In accordance with the principle of proportionality as set out in that Article, this Regulation does not go beyond what is necessary
Article, this Regulation in order to achieve that Obje(m

1 77 In order to ensure legal certainty, ensure an appropriate adaptation period for operators and avoid disruption to the market, including by ensuring continuity of the use of Al systems, it is appropriate that this Regulation applies to the high-risk Al systems that have
been placed on the market or put into service before the general date of application thereof, only if, from that date, those systems are subject to significant changes in their desl?]n or intended purpose. Itis appro%na!e to clarify that, in this respect, the concept of
sugnmcam chan e shauld be undersluod as equivalent in subslance to the nallun of substantial modification, which is used with regard only to high-risk Al systems pursuant to this Regulation. On an exceptional basis and in light of public accountability, operators of
Al system: of th Il e legal acts listed in an annex to this Regulation and operators of high-risk Al systems that are intended to be used by public authorities should, respectively, take the necessary steps to

Comply with the requiremants o this Regulaﬂon by end of 5050 and by 2 Augusl 2030.

1 7 8 Providers of high-risk Al systems are encouraged 1o start to comply, on a voluntary basis, with the relevant obligations of this Regulation already during the period.

1 79 This Regulation should apply from 2 August 2026. However, takln% into account the unacceptable risk associated with the use of Al in certain ways, the prohibitions as well as the general provisions of this Regulatlon should already apply from 2 February 2025. While
the full effect of those prohibitions follows with the and of this Reg! the of the is important to take account of unacceptable risks and to have an effect on other procedures, such
as in civil law. Moreover, the i related to the and the system should be operational before 2 August 2026, therefore the provisions on notified bodies and governance structure should apply from 2 August 2025. Given

the rapid pace of technological e adoption of general-purpose Al models, obligations for providers of general-purpose Al models should apply from 2 August 2025. Codes of practice should be ready by 2 May 2025 in view of enabling providers to
demonstrate compliance on time. The Al Office should ensure that classification rules and procedures are up to date in light of technological developments. In addition, Member States should lay down and notify to the Commission the rules on penalties, including
administrative fines, and ensure that they are properly and effectively by the date of of this . Therefore the provisions on penalties should apply from 2 August 20

1 80 »F\lmc\? 42(!)( EaG;i 2(%)‘ gv s The European Data Protection Supervisor and the European Data Protection Board were consulted in accordance with Article 42(1) and (2) of Regulation (EU) 2018/1725 and delivered their joint opinion on 18 June 2021,
egulation
and delivered their joint opinion
on 18 June 2021



